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Abstract

The local function of a cellular automaton with binary states can be expressed by a formula
in propositional logic. If a local function is that of any reversible cellular automaton, its inverse
function can also be expressed as a propositional logic formula, and using it as a local function,
we can define the cellular automaton. The multiplication of these formulae in propositional
logic yields the local function of the composition of two cellular automata.

In this paper, we consider logical formulae on a commutative monoid as the local functions
of n-dimensional cellular automata. We discuss the commutativity of the multiplication of
formulae and show some conditions for formulae to satisfy the commutativity of the composition
of n-dimensional cellular automata.
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1 Introduction

Von Neumann and Ulam introduced cellular automata (CAs) as theoretical models capable of self-
reproduction and universal computation [8]. Recently, CAs have been used to mean CAs on groups,
and the mathematical theory of CAs has been developed in relation to the theory of groups [2].
Hedlund, Moore, and Drisko presented some algebraic properties of CAs on semigroups [3, 7]. Ishida
et al. have introduced CAs on monoids using formulae in propositional logic, instead of local
functions [6]. The definition and properties of CAs on monoids are quite different from those of CAs
on groups mainly because of the absence of inverse elements for some elements in a monoid. The
following analogy [5] exists between CAs and propositional logic.

CAs Propositional logic
set of states @ = {0,1} < set of truth values @ = {0,1}
cell space G < set of propositional variables G
configuration m € Q¢ & valuation m € Q¢
local function f: QN — @Q (finiteset N C G) < formula A
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The composition of global transition functions and the multiplication of propositional logic are
related to the reversibility of a given CA [4, 6]. The local function of a composed CA can be
expressed as the multiplication of propositional logic. However, many properties of composed CAs
on monoids have not been clarified.

In this paper, we examine logical formulae on commutative monoids as local functions of n-
dimensional CAs on monoids. We discuss the commutativity of the multiplication of formulae and
describe the conditions for formulae that can satisfy the commutativity of the composition of n-
dimensional CAs on commutative monoids which is commutable for the composition with the CA
of a local function using one cell in its neighborhood, for example, local function f(z,y,z) = -«
in elementary CAs. We provide examples of the composition that can satisfy commutativity for n-
dimensional CAs on commutative monoids. Moreover, we present the conditions required to satisfy
the commutativity of the composition of inverse functions of reversible CAs on monoids.

This paper is organized as follows. In Section 2, we review the fundamentals of propositional logic
[1]. In Section 3, we introduce CAs on monoids using formulae instead of local functions [6], and
present the formulae of some n-dimensional CAs. In Section 4, we introduce the multiplication of the
formulae of CAs on monoids and describe the basic properties of the multiplication [6]. Moreover,
we describe some properties of the composition of the formulae on commutative monoids. In Section
5, we discuss some conditions that can satisfy the commutativity of the composition of CAs on
commutative monoids by the multiplication of formulae and provide examples of the compositions
that can satisfy commutativity for n-dimensional CAs on commutative monoids. Furthermore, we
present the conditions that can satisfy the commutativity of the composition of the inverse functions
of CAs on monoids.

2 Propositional logic

First we review the fundamentals of propositional logic to draw an analogy between propositional
logic [1] and the CAs theory [2].
Let X be a set of propositional variables, and 1 and — be logical symbols. Formulae on X are
defined by BNF:
Au=z|Ll]|A—=A (zeX)

Common abbreviations are used to introduce other logical symbols.

Negation: “A=A— 1,

Verum: T=-1,

Disjunction: AV B =-A4 — B,
Conjunction: AA B =-(A — —B),
Equivalence: A< B=(A— B)A(B — A),
Exclusive or: A+ B =—(A + B).

In what follows, we assume that @ = ({0,1},A,V,—) is a Boolean algebra of truth values. The
implication operator = on @ is defined by p = ¢ = —pVq for p, ¢ € Q. Operations < (equivalence), +
(exclusive or (XOR), addition modulo 2) on @ are defined in the same way as the above abbreviations.

Definition 2.1. A wvaluation (interpretation) m for a set X is function m : X — Q. For all formulae
A on X truth value m[A] € Q of A with respect to m is inductively defined as follows:

e m[z] = m(z) for all propositional variables z € X,
e m[Ll] =0,
e m[A — B] = m[A] = m[B] for all formulae A and B on X. O

For two formulae A and B on X, we write A = B if m[A] = m[B] for all valuations m : X — Q.
For the valuation m, the three properties m[-A] = -m[A], m[a V B] = m[A] V b[B],m[A A B] =
m[A] A m[B] hold from

m[-A] = m[A — L] = m[A] = m[L] = -m[A] v m[L] = -m[A4],
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m[AV B] = m[-A— B]
m[-A] = m[B]
-m[A] = m[B]
——m[A] V m[B]
= m[A] vV m[B],

m[AAB] = m[~(A— -B)]

= -m[A — -B]
—(m[A] = —m[B])
= ~(m[A] v -mIB])
= m[A] A m[B].

Proposition 2.2. Let A, B,C be formulae on X. Then, the following hold:
1. AVB=BVA, (AVB)VC=AV(BVC), AVA=A, AV-A=T,
2. ANB=BANA, (ANAB)AC=AN(BAC), ANA=A, AN-A=1,
3. A+B=B+A, (A+B)+C=A+(B+0),
4. 7(mA)=A, -(AVvB)=-AAN-B, ~(ANB)=-AV-B,
5 A+ A=1, A+ 1L=A4 A+T=-4,
6. AVB)AC=(ANC)V(BAC), (ANB)VC=(AVC)A(BVC(C),
7. (ANB)V(AVB)=(AVB), (ANB)AN(AV B)=(AAB).
For the logical symbol +, there exists the following lemma:
Lemma 2.3. Let A, B,C be formulae on X. Then, the following hold:
1. A+ B=(AA-B)V (-AAB),
2. ~(A+B)=-A4A+B,
3. "A+-B=A+B.
Proof. Let A, B,C be formulae on X. By Definition 2.1 and Proposition 2.2,
A+B = —((A— B)A(B— A))
—-(A— B)V-(B— A)
(AAN-B)V (mAAB),

-(A+B) = —((AA-B)V (=AAB))

-AV B)A(AV -B)
—AAN(AV-B))V(BA(AV-B))

(mANA)V (~AAN-B))V((BANA)V(BA-B))
—“AAN-B)V (BAA)

-A+ B(= A+ -B),

—~ ~~ —~

-A+-B = (=AA-(=B))V (~(-A)A—B)
= (-wAAB)V(AA-B)
A+ B.
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By Lemma 2.3 and Proposition 2.2, the following proposition holds:
Proposition 2.4. Let A, B,C be formulae on X. Then

1. AN(BVC)V(BAC)=(AV(BAC)AN(BVC(O).

2. AN(BVC)V(BANC)=BA(AVC)V(ANC).

3. AN(AVB)V(AAB)=A.

4. "(A+B+C)=-A+-B+-C

5 " A+-B+C=A+B+C

6. " A+B+C=-(A+B+C)
Proof. Let A, B,C be formulae on X.

AN(BVC)V(BAC) = (AV(BAC)AN({(BVC)V(BACQ))
= (AV(BAC)AN(BVC),

AN(BVC)V(BAC) ((AANB)V(ANC))V (BAC)
(BANA)YV(BAC)V(ANC)

= BA(AVO)V(AAQ).

AN(AVB)V(AANB) = (AV(AAB)A((AVB)V(AAB))
= AA(AVB)
= A
“(A+B+C) = —(A)+(B+0C)
= -A+-B+-C.
-A+-B+C = (mA+-B)+C
= A+B+C.

-A+B+C = —-(A+B)+C
= -(A+B+0O).

3 CA on monoids

In this section, we describe CAs on monoids [6]. Let cell space M = {2%|a € N*} (n € N) be a
monoid with unit element e, and a neighborhood N = {z%,... 2} C M (aq,...,a,; € N*). In
what follows, we assume that the set of all formulae on M is denoted by F(M).

Definition 3.1. For a formula A on M and z® € M, the shifted formula z*A on M is defined by
induction on A :

1. x%2® € M (monoid multiplication in M) for all x® € M,
2. 2L =1,
3. 2%(A— B)=z"A — 2*Bfor all A,B € F(M). O
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The following states basic properties of the shifted formulae.

Proposition 3.2 ([6]). Let A and B be formulae on M and x®,2° € M. Then, the following hold:

1. eA=A,

2. (z%2%)A = 2%(2*A),

5. 2%(~A) = ~(294),

4. 2%(AV B) =2*AV 2°B,

5 2*(ANB)=z"ANa°B,

6. 2*(A+ B)=2"A+2°B. O

Generally, xy # yx for a monoid M and elements x,y of M.

A function (valuation) m : M — @ is called configuration on M in the context of CA. We denote
by QM the set of all configurations m : M — Q. For ¢ € Q the constant configuration § € QM is
defined by §(z*) = ¢ for all z* € M.

Definition 3.3. For a finite subset N C M and a formula A € F(N), we define a function Ty :
QM — QM by Ta(m)(z*) = m[z*A] for all m € QM and x* € M. Function T4 is called the global
transition function (or CA), defined by A on M, and A is called the local formula. O

Since the local function of a CA with binary states is a Boolean function with finite variables,
it has a disjunctive normal form. We present some examples of the disjunctive normal form of the
local function of a CA with binary states.

Consider N as the additive monoid of all natural numbers. N” is the additive monoid. In the
example, M = {2y € N"}, N = {2% 2% 2¢ 29} C M (a,b,c,d € N"). Let the local function
f: QN — Q be defined according to the following table:

x%¢Pzcx® [ 1111 | 1110 | 1101 | 1100 | 1011 [ 1010 | 1001 | 1000
f 0 0 1 1 1 1 1 1

z%2Pzcx? | 0111 | 0110 | 0101 | 0100 | 0011 | 0010 | 0001 | 0000
f 0 0 0 0 0 0 1 1

The disjunctive normal form A of f is as follows:

A = (@A A=z Azt V(20 A 2P A=z A -z?) V(20 A —xb A zC A z?)
V(x® A=zl Az A=zt V(¢ A =2l A=z Azt V(a0 A = A=z A —a?)
V(—z® A -zt A=z Azd) v (2t A x A -zl Az,

The simplified formula for A is as follows.
A=z A (m2® vV —2) V (ma® A —zf)

The class of the CAs defined by logical formulae contains the class of the binary CAs defined by
local functions.

Proposition 3.4 ([6]). Let 2%, 2° € M,m € Q™ and A, B € F(M). Then the following hold:

1. Ty (m)(z%) = m[x®z®]. In particular, T, is the identity function on Q™.
2. T (m) =0,

3. Tasp(m) (@) = Ta(m)(x*) = Tp(m)(z*),

4. Toa(m)(z®) = ~(Ta(m)(z?)),
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5. Tavp(m)(z®) = Ta(m)(x*) V Tp(m)(z*),
6. Tapnp(m)(z®) = Ta(m)(x*) A Tp(m)(z*),
7. Tayp(m)(z?) = Ta(m)(z*) + Tp(m)(z"),
We define shifted configurations using the monoid action.

Definition 3.5. For a configuration m € Q™ and z® € M, the shifted configuration (x%)°m € QM
is defined as ((z%)°m)(2?) = m[z%2®] for all 2° € M. O

We show an example of the shifted configuration. Let N? be an additive monoid and the cell
space M’ = {z¥|y € N2} be a commutative monoid. For z<®®> x<¢4> ¢ M’ we can calculate
((z<**>)°m)(2<%>) as follows;

(&<9Y>)°m) (<9>) = m[p<ab>z<cd>] = pfg<a+ed+d>],
The following states the basic properties of the shifted configurations.
Proposition 3.6 ([6]). Let 2%, 2° € M,m € Q™, and A, B € F(M). Then the following hold:
1. em = m,
2. (x%x®)°m = (2%)°((z*)°m),
3. ((22)°m)[A] = m[z° A,
4. Ta(((z*)°m) = (2%)°(Ta(m)),
5. A = B implies (z*)A = (2%)B. O

In Table 1, we provide examples of the formulae of the local functions for n-dimensional CAs.
Let the cell space M = {a¥|y € N"} (n € N) be a commutative monoid, and a neighborhood
N ={z%,..., 2%} C M (a1,...ar, € N?). Let 2%, 2°,2¢° € N, and a # b,b # c,a # c.

Table 1: Formulae of local functions
Type-1 z®
Type-2 —z?
Type-3 (x@ A (2P V z2°)) V (2P A )
Type-4 (~z® A (2P vV 2°)) V (2® A 2°)
Type-5 | ~((mz® A (2P V 2°)) V (2° A )
Type-6 | —((z® A (2P V 2°)) V (2° A z°))
Type-7 %+ 2% + 2¢
Type-8 —(z% + 2% + z°)

For the formulae of Type-3 and Type-6, the following equations hold

(@@ A (2P v ae)) v (2P Ax) = (2P A (2% V 2)) V (2% A 2) = (2° A (22 V 2P)) V (2% A 2P),
(@0 A (28 v o)) V(2P Axf)) = (2P A (22 V 2©)) V(2% Ax€)) = (2 A (2% Va)) v (2% Azb))
by Proposition 2.2 and 2.4.
The CAs over the cell space M = {z"|n € N} and the neighborhood N = {z%(=e¢),z!,22} C M
are called elementary CAs. In Table 2, we provide examples of the formulae of the local function

f] for elementary CAs. In the following, the local function f; of a number [ is the local function
satisfying the following equation:

| = Z fl’(m) . 2(22m[[1?2]]+2m[[11]]+m[[5r0]]).
meQN
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Table 2: Examples of the local functions of each type of elementary CA
Type-1 | fizo: f304> f240
Type-2 | fis, f51: fss
Type-3 f330
Type-4 | flas, fizs: f312
Type-5 | fis: fr7: fi1s

Type-6 fa3
Type-7 f{so
Type-8 flos

Let the cell space M’ = {z¥]y € N*} be a commutative monoid and the neighborhood be
N’ = {g<00> g<01> 5<1.0> 5<LI>} < M’. The local function f; of a number k is the local

function satisfying the following equation:

k _ Z fk(m) . 2(23m[a:<1’1>]+22m[[w<1=0>ﬂ+21m[z<0’1>]]+20m[[:1:<0’0>]]).
meQN’
For example, we calculate one of the local functions for the formula A = (z<11> A(2<10> v <0.1>))v
(<10 Az<01>) of Type-3. In the case of m such that m[z<%*>] = 1, m[z<1°>] = 0, m[x<01>] =
1, and m[z<%%>] = 1, then
mlA] = (<A <]V ma<O ) v (nfe <] Amfa<0t])
= (IA(OV1)V(0AL)
1

By calculating the value m[A] for all the other cases of m € QN ", the local function f for A is
described by the following table;

o<1 <10> <005 <00> T1717 | 1110 | 1101 | 1100 | 1011 | 1010 | 1001 | 1000
m[A] 1 1 1 1 1 1 0 0

o<1 <10> <015 <00> 70111 | 0110 | 0101 | 0100 | 0011 | 0010 | 0001 | 0000
m[A] 1 1 0 0 0 0 0 0

The number of f for A is 64704 from

3 2 1 0 3 2 1 0 3 2 1 0
1 % 22 X142 x 142" x142" x1 +1x 22 X142 x142" X142 ><O+._'+0 X 22 X0+27Xx0+2"X0+2" %0 _ 64704.

Thus the local function for A is fg4704 and also we have that the local functions for the formulae
(210> A (2<11> y p<01>)) v (<113 A p<01>) and (201> A (211> v p<10>)) v (z<11> A p<1.0>)
are the same fg4704. By calculating the local functions of other formulae of Type-3 we can show
that there are four local functions fg4704, fe4160, f61064, f59624 of Type-3. In Table 3, we provide
examples of the local function of each type for 2-dimensional CA over a commutative monoid M’
and a neighborhood N’.

4 Multiplication of formulae

In this section, we define the multiplication of the formulae of CA on monoids [6] and its properties.

Definition 4.1. Let A and C be formulae on M and z% € M. The multiplication A o C of A and
C' is inductively defined as follows:

1. 2% o C = 2*C (shifted formula) is already defined for z* € M,
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Table 3: Examples of local functions of each type

Computing

Type-1

f436907 f52428, f61680a f65280

Type-2

f2557 f38557 f13107a f21845

Type-3

f596247 f610647 f641601 f64704

Type-4

[364945 35054, fa1210, fa9404,
fas746, fa7906, f14810, f53004,
f54484, f56644, f628005 f62256

Type-5

f3279, f12531, f2735, f20725,
fsso1, f17629, f11051, f19789,
f16131, f24325, f30481, f20041

Type-6

f831a flS?Sa f4471; f5911

Type-7

f38550, f39270, f42330, f49980

Type-8

f15555a f232057 f26265a f26985

2. loC= 1,
3. (A= B)oC=A0oC — BoC( for

The following states the basic properties of the multiplication of the formulae.

Proposition 4.2 ([6]). Let A, B,C € F(M) and z*,2* € M. Then the following hold:

1. Ace=A, Ao (2%2®) = (Aoz?) o

2. FEither Aol =1 or Aol =T,
—A)oB=-(AoB),
AVB)oC=Ao0CVBoC,

3. (
4. (
5 (ANB)oC=AoCABoC,
6. A+ B)oC=AoC+BoC,
7. (

AoB)oC=A0(Bo(),

Proof. Let A,B,C € F(M) and z%,2° € M.

formulae A, B on M.

z?,

4.1 and structural induction on A and B.

1. Aoce=A:
r®oe
loe

x% {e:unit, z*€ M }
1.

We assume Aoe= A and Boe = B, then

(A— B)oe = Aoe— Boe
= A—B.
Ao (z%b) = (Aoa®) oab:
o (x%2%) = (z°o0z%) oxl,
Lo(xb) = L

(Lox%)oal.

We assume Ao (2%2%) = (Ao x?) ox® and B o (2%2%) = (B o x%) o x°, then

(A — B)o (z%?)

Ao (2%2°) — Bo (z%ab)
(Aoz*) oz’ — (Boz?) ox?
(Aox® — Box®) ox®
((A— B)ox%) oz

These propositions are proved by Definition 3.1 and
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2. Either Aol =1lorAol =T:

%o |
lol

L, {zveM}
1.

We assume that either Ao L =1 or Ao L =T, and either Bo 1L =1 or Bol =T. Then

(A= B)o L Aol - Bol

1 orT.

3. (nA)oB=-(AoB):

(mA)o B (A= 1)oB
AoB— 1loB
AoB— L

—(Ao B).
4. (AVB)oC=A0CVBo(C:By (-A)oC=-(Ao(),

(AVB)oC (nFA— B)oC
(mA)oC - Bo(C
~(AoC) = BoC

AoCVBoC

5. (ANB)oC=AoCABoC:By (-B

~—

oC =-(Bo0),

(AANB)oC (=(A— -B))oC
((A—-B)o()
(AoC — =(Bo())

AoCANBoC(C.

6. (A+B)oC=AoC+BoC(C':

(A+B)oC = (A& B)—= L)oC
= (AocC+ Bo(C)— LoC
= (AoC+ Bo(C)— L
= AoC+ BoC(C.
7. (AoB)oC=Ao(Bo():
(z*oB)oC = z2%0(Bo(),
(LoB)oC = loC=1l=10(Bo(),

The equation (% o B) o C' = 2% o (B o () is proved by structural induction on B as follows;
(r20xb) 0 C

(z?0l)oC

(x*o (B — B'))oC

%0 (200 C),
loC=1l=2%(Lo0),
(z*B — 2°B') o C
(z*B)oC — (z*B') o C
%0 (BoC)—z%0 (B oC)
o(BoC — B'o(C)
“o((B— B')o().
)

T
xT

Assume that (Ao B)oC' = Ao (Bo(C) and

—

A'oB)o(C = A"o(BoC(C) hold. Then

(A= A)oB)olC (AoB— A oB)oC
(AoB)oC — (A oB)oC
Ao(Bo(C)— A'o(Bo()

(A= A")o(Bo ().
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In general, Ao B=BoA,(nA)oB=Ao(-B), Ao (B—-C)=A0oB— AoC and Ao (BVC)
AoBV AoC do not need to hold. (For example, =z o (z°V 2¢) = ~2%2® A —2%2¢, (x° V 2¢) o (=2?)
—z%2% V —xtz© (2%, 2b, x¢ € M).)

Definition 4.3. For a formula A € F(M), the set V(A) of all variables in A is defined as follows:
1. V(z%) = {z°} for all 2% € M,
2. V(L) =0,
3. V(B—=C)=V(B)UV(C) for all B,C € F(M). O

The set V(A) is a finite subset of M and serves as the neighborhood of the local formula A. It
is verified that m|y 4y = m'|y(a) implies m[A] = m'[A] and that V(Ao B) = V(A)V(B) holds,
where V(A)V(B) = {z% € M | 2¢ € V(A) Aab € V(B)}.

Proposition 4.4 ([6]). Let A,B € F(M) and z* € M. Then the following hold:
1. If A= z°, then z* € V(A).
2. If Ao B =, then there exist 2* € V(A) and x* € V(B) so that x%2° = e.

The composition S o T of a function T : QM — QM followed by a function S : QM — QM is
defined as usual:

Vm € QM. (S o T)(m) = S(T(m)).

Although the composition of the transition functions of CAs seems to behave awkwardly in
terms of traditional local functions f : Q¥ — @, the multiplication of formulae directly represents
the composition of global transition functions.

Theorem 4.5 ([5]). For all formulae A,C € F(M), T4 0oTc = Taoc.

Definition 4.6. The transition function T4 : QM — QM defined by formula A is reversible if it is
bijective, with Tgl = T for some formula B. Formula A is reversible if there exists some formula
Bon M sothat BoA=eand AoB=e.

By the virtue of Theorem 4.5 Proposition 4.5 and Proposition 3.4 (8), A is reversible iff T4 is
reversible.

Consider the two reversible CAs with respective formulae A and B on monoid M. There are
formulae A=, B~! € F(M) that satisfy Ac A1 =¢, BoB~! =e. Then, (AoB)o(B loA™l) =e.
Therefore, T4op is reversible, and TXOIB =Tp-154-1.

Proposition 4.7 ([6]). Let A,B,C € F(M). Then, the following hold:
1. To(m)[B] = m[B o A],
2. A=A and B= B’ imply AocB= A" o B/,
3. IfAoB=eand CoA=e, then B=C.
4. A and B are reversible iff so are Ao B and B o A.

Proof. Let A, B € F(M).
1. Ta(m)[B] = m[B o A] : By Proposition 3.2, Definition 3.3 and Theorem 4.5,

m[B o A] mle(B o A)]
Tpoa(m)(e)

(T o Ta)(m)(e)
(Tp(Ta(m))(e)
Ta(m)[eB]

= Ta(m)[B].
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2. A=A and B= B imply AocB=A"oB’:
Assume A = A’ and B = B’. Then

m[AoB] = Tg(m)[A]
Tp(m)[A]
Tp (m)[A]
= m[A o B].

3. By Proposition 4.2,
=(CoA)oB=Co(AoB)=C.
4. Consider the two reversible CAs with respective formulae A and B on monoid M. There are
formulae A1, B~ € F(M) that satisfy Ao A~™! = e, Bo B~! = e. By Proposition 4.2,
(AoB)o(B'oA™ Y =(Ao(BoB Hod™ )=
(BoA)o(A'oB™ Y= (Bo(AoA™ ) oB™ ) =e.
Therefore, Ao B and B o A are reversible.

Consider the two reversible CAs with respective formulae A o B, Bo A on monoid M. There are
formulae (Ao B)~! (Bo A)~! € F(M) that satisfy (Ao B)o(AoB) ! =¢,(BoA)o(BoA)™! =
By Proposition 4.2,

(AOB)O(AOB)_1 EAO(BO(AOB)_l) =e
(BoA)o(BoA)™'=Bo(Ao(BoA)™)

9

€.

Therefore, A and B are reversible. O

If all elements x, y of M satisfy zy = yx, M is called a commutative monoid. An element x of M
is right cancellable if yxr = zx implies y = z for all y,z € M. An element x of M is left cancellable if
xy = zz implies y = z for all y, z € M. If all elements = of M is right cancellable and left cancellable,
then M is called a cancellable monoid.

Let N with operator 4+ be an additive monoid , n € N and M = {z™|m € N"} satisfy

vx<a1,a2,..‘7ak>’x<b17b2,...,bk> c M’ x<a1;a2;~~7ak>l.<b1;b27~~;bk> — x<a1+b1>a2+b27~~)ak+bk>'

Then, M is a cancellable monoid and a commutative monoid.

Lemma 4.8. Let M be a commutative monoid and x®,xz%, 2¢ € M. Then the following hold:

C a

1. z%oz¢=2z20x

2. Loaz=20 L

3. (2% = xb) oz =20 (2% — zP)
4. (z*Va®)oxt =20 (2 VaP)
5. (2 Axb)ox® = a0 (2% Aab)
6. (¢ +2%)o2® =20 (2% + 2P)

Proof. Let M be a commutative monoid and z%, 2% 2¢ € M. By Definition 3.1, 4.1, and the
commutative monoid action,
x%oxf =% =22 = x° o a?

loxt=la=2°L =2%01,

(% V 2b) o z¢ %2V 2bx¢
b

zx® V 2%
z(x? V zb)

= 2%0 (2?Vzb).

The proofs of the other formulae are similar and omitted. O
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Lemma 4.8 shows that if M is a commutative monoid, A € F(M), and z® € M.
Then, %0 A = Ao x°.

Lemma 4.9. Let M be a commutative monoid and x®,z° € M. Then the following hold:
1. %0 (—-2®) = (-xb) 0o 2
2. (—x*) o (ﬁxb) = (ﬁxb) o(—z%) =20 xb

Proof. Let M be a commutative monoid and z®, z® € M. By Definition 3.1, 4.1, and the commuta-
tive monoid action,

%0 ("l‘b) = ZEa(—\JL‘b) = —|($al’b) = —\Ibl’a = ("l‘b) Oxa’
(ma®) o (ma’) = —(z o (-a?))
= - ﬁmaxb)
= 2%®b
= 2P
— ﬁ(ﬁwbxa)
= —(zbo(-z?))
a

Il
—
d
8

=
~
o)
—~
J
8
~—

O
Proposition 4.10. Let M be a commutative monoid, and z* € M, A, B,C € M U {-2°|z® € M}.

Then, the following hold:
1. 7z 0 (AN(BVC)V(BAC)=(AN(BVC)V(BAC)) oz
2. "z o=(AN(BVC)V (BACQ))
=-(AAN(BVC)V(BAC)) oz
3. —z°0(A+B+C)=(A+B+C)o—z"
4. 2% 0—-(A4+B+C)=—-(A+B+C)o—a®
Proof. Let M be a commutative monoid, z* € M, and A, B,C € M U {-x%|2® € M}.
(AN(BVC)V(BAC))o—z* = (Ao(—z*)A(Bo(—x*)V Co(-x?))
V(B o (mz?) A Co(mz?)))
= AN (-2*BV-2?C)V (mz*B A -2*C)
—z%AV (mx*B A —x*C) A (mz* BV —z?C)
(AN (2*BVz*C)V (2B A ztC)
—(z*(AN(BVC)V (BACQC)))
= 2 (AAN(BVC)V(BAQ)),

“(AAN(BVC)V(BAC))o-z* = —(AAN(BVC)V(BAC)o-z?)

s o) A (B (o) v o )
V(B o (~2%) A C o (—a%)))

= —(-az®AA(—2*BV-ztC)V (2B A -zt C))

= (z°AV (x*BAz°C)) A (—z*BV —zC)

= 2%AA(z*BVztC)V (-z*B A -2C)

= —(aAN(2*BVztC)V (2B AztC)

= (=@ (AN(BVC)V(BAQ))))

= @0 ((AAN(BVC)V(BAC))))

= 2% -(AAN(BVC)V(BAQD)),

J
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(A+ B+ C)o—a* (Ao (mx®) 4+ Bo (—z®) + C o (—x%))
-Ax® + -Bx® + -Cz*

—2%A+ —-2°B + —a°C

—2%A + 2B + —x°C

—(z*A+ 2°B + 2°C)
-(x*(A+B+Q))
-z%0 (A+ B+ C),

“(A+B+C)o—z* = =(Ao(-z*) + Bo(-2%) +Co(-z%))
—(=Az® 4+ =Bz + -Cx®)

Az® + Bx® 4+ Cz2*®

z*A+z*B 4+ z°C

= ——(z*A+2*B+2°C)

(2% o=(A+ B+ (C))

= —a2%o-(A+B+C0C),

by Proposition 2.4, Lemma 4.8 and Lemma 4.9. O

5 Commutativity of composition of CAs

In this section, we show the commutativity of the compositions of non elementary CAs on commu-
tative monoids. Consider N as the additive monoid of all natural numbers and N™ as an additive
monoid (n € N). We assume M = {z%la € N"}, and a neighborhood N = {z* 2%, ... 2%} is
the subset of M. Let z% = g<bubzrbn> g0 = p<crc2en> (g, q; € N*). The operator of M is
defined by

V% % ¢ M. p%ip% = p<biterbatez,baten>
) ) N
Then, M is a commutative monoid.

Theorem 5.1. The composition of any CA and the CA with local formula * € F(N) is commuta-
tive.

Proof. Let A be a local formula of CA on the commutative monoid. By Proposition 4.8, % o0 A =
Ao z® holds. Then,

TpoaoTp = Tpaon
= TAoma
= TyoTya
by Definition 4.1, Proposition 4.2 and Theorem 4.5. O
For CAs over M = {z%|a € N"}, and N = {z%, 2%, ... 2%} C M, there exist n-dimensional

CAs with the local formula 2% € F(N), whose composition of any CA is commutative. In the case
of 2-dimensional CAs over M = {2°|b € N?} and N = {2<0.0> 5<01> 5<1.0> 5<LI>1 — Af the
composition of any CA and a CA with a local function of Type-1 in Table 3 is commutative. Moreover
in the case of elementary CAs over M = {z™|m € N} and N = {2 2!, 2%}, the composition of any
CA and the CA with the local function of number 170, 204 or 240 is commutative.

Theorem 5.2. Let B,C,D € N U {-2°|2® € N}, 2 € N. FEach composition of CA with the
local formula —x® € F(N) and CA with the local formula (B A (C VvV D))V (C A D)) € F(N) is
commutative.
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Proof. Let B,C,D € N U {=z’|z® € N}, 2 € N. By Proposition 2.4, Proposition 4.7 and Proposi-
tion 4.10,

~2%0 (B A (CV D))V (CAD)) ((BV (C'V D)) A(CV D)) o—z®

By Theorem 4.5,

Toza o T((BA(cvD)V(CAD)) = Togao((BA(CVD))V(CAD))

T(BA(CVD))V(CAD))omza
= T(BrcvD)v(caD)) © T-ga.
O

For CAs over M = {z%a € N"}, and N = {z%, 2%, ... 2%} C M, the composition of a CA
with a local function of Type-2 and a CA with a local function of Type-3, a local function of Type-4
or a local function of Type-5 in Table 1 is commutative.

Example 5.3. In the case of 2-dimensional CAs over M = {z°|b € N2} and N = {x<0:0> x<0.1> p<1.0>
x<bI>Y © M, the composition of the CA with the local formula LFs = ~2<%%> and the CA with

the local formula LFp = (x<%1> A (x<19> v g<b1>)) v (2<19> A p<L1>) s commutative. Figure 1
shows examples of the transitions of their CA and their composition.

ofofo[1]1]0 1[1]oo]o]1
olo[1]1]1]0 olofo[1]o]1
1[1[1]o[1]0 ... LFy 1[1]o[1]o]1 -
ofo[1]o[1]0 —>[0]o[1]0[1]1
1[1]o[1]o]o IRDDNE
ojofofofo]o O EEERE
LFg LF,0LFp ¢LFB

olo[1T1]o]o ofofofof1

1|1]1]1]0]o (‘].g}g}

o[1]ol1]0]0

1[1]ol1]o0 ... LF, IARRRNRNA

0lolofofo]o —=> 1111

olofofofo]o LIATRNREN

ofofolo[o]0 BEREDE

Figure 1: Example of transited configurations

Furthermore, in the case of elementary CAs over M = {2™|m € N} and N = {20, 21, 2%}, the
composition of the CA with the local function of 15, 51, or 85 and the CA with the local function
of 43, 77, 113, 142, 212, or 232 is commutative.

Theorem 5.4. Let B,C,D € N U {-2°|z® € N}, 2* € N. Each composition of the CA with the
local formula —x®* € F(N) and the CA with the local formula =((B A (C Vv D))V (C A D)) € F(N)
18 commutative.

Proof. By Proposition 4.10,
—z%o=((BA(CVD))V(CAD)) = =((BA(CVD))V(CAD))o-z®.
By Theorem 4.5,

T_ya o T(BA(CVD))V(CAD)) T zao—((BA(CVD))V(CAD))

T (BA(CVD))V(CAD))omz
T-(BA(CVD))V(CAD)) © Tga-
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For CAs over M = {z%a € N"}, and N = {z%,z%,...,2°} C M, the composition of
a CA with a local function of Type-2 and a CA with a local function of Type-6 in Table 1
is commutative. For example, in the case of 2-dimensional CAs over M = {z%|b € N2} and
N = {g<00> p<0.1> 4<1,0> 7<LI>1 < M, the composition of the CA with the local formula
LF, and the CA with the local formula ~LFp is commutative for the local formulas in Example
5.3. Additionally, in the case of elementary CAs over M = {z™|m € N} and N = {2z, 2!, 2}, the
composition of the CA with the local function of 15, 51, or 85 and the CA with the local function
of 23 or 43 is commutative.

Theorem 5.5. Let B,C,D € N U {-zb|b € N"}, 2% € N. Each composition of the CA with
the local formula —x® € F(N) and the CA with either local formula (B + C + D) € F(N) or
—(B+ C+ D) € F(N)is commutative.

Proof. By Proposition 4.10,
—z%0=(B+ C+ D)=~(B+C + D)o —z"
By Theorem 4.5,

T o OTﬁ(B_,_C_;,_D) = Tﬁzaoﬁ(B+C+D)

= T.(B+C+D)o—ze

T—\(B+C+D) o Tﬁxa.

By Proposition 4.10,
-z%0(B+C+D)=(B+C+ D)o-z"

By Theorem 4.5,

T yao(B+C+D)

Tza o T(p+c+D)
= T(B+c+D)oae

T(B+C+D) OTﬁwa.
O

For CAs over M = {z%a € N"}, and N = {z%,2%,...,2°} C M, the composition of a
CA with a local function of Type-2 and a CA with a local function of Type-7 or a local function
of Type-8 in Table 1 is commutative. For example, in the case of 3-dimensional CAs over M =
{2%)b € N3} and N = {g<0.0.0> 5<0.0.1> 2<0.1,0> 2<0.11> 2<1,0,0> 2<1,0,1> 2<11,0> 2<111>Y
M, the composition of the CA with the local formula —2<1%91> and the CA with the local formula
p<0L0> 4 g <10,0> 4 p<LLI> g commutative and it is the composition of the CA with the local
formula —2<%%1> and the CA with the local formula z<%0:1> 4 £<0.1.1> 4 2<LLO0> Ryrthermore,
in the case of elementary CAs over M = {z™|n € N} and N = {2° 2!, 22}, the composition of the
CA with the local function of 15, 51, or 85 and the CA with the local function of 77, 133, 142, 212,
or 232 is commutative.

Assuming M is a monoid not confined to a commutative monoid, the following proposition holds.

Proposition 5.6. Let CAy and C Ap with local formulae A and B on monoid M be reversible. If the
multiplication of A and B is commutative, then the multiplication of B~ and A™' is commutative.

Proof.
(AoB)o(B™'oA™) = e
(A'oB™Ho(AoB) = (A toB ') o(BoA)
= e
By Proposition 4.7, (A~1o B~1) = (B71 0 A™1). O
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6 Conclusion

In this paper, we examined the logical formulae on a commutative monoid as the local functions of
n-dimensional CAs. We discussed the commutativity of the multiplication of formulae and described
the conditions for formulae that satisfy the commutativity of the composition of CAs of local func-
tions using one cell in its neighborhood on commutative monoids. We also provided the examples of
the compositions that satisfy the commutativity for n-dimensional CAs on commutative monoids.

We focused on M = {z%|a € N"} in this paper. We guess that some of those properties hold
for CAs on other monoids. One of the future works is to check them. Furthermore questions
concerning CAs on monoids remain to be answered in future research. First, we need to formulate
more computational laws of formulae on monoids. Second, we should clarify conditions for CAs that
cannot be created by compositions of CAs. Finally, we need to study which of reversible CAs on
monoids exist. It is also necessary to determine whether well-known theorems and properties of CAs
on groups apply for CAs over monoids.
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