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Abstract

IoT technologies and cloud storages have been developed remarkably, and many types of data including private information have been gradually outsourced. For such a situation, new convenient functionalities such as arithmetic and a keyword search over ciphertexts are required to allow users to obtain information without leaking queried results, contents of ciphertext, and so on. Especially, searchable encryptions have been paid much attention to realize a keyword search on an encrypted domain. In addition, an architecture of searchable symmetric encryption (SSE) is a suitable and efficient solution for data outsourcing. In this paper, we focus on an SSE scheme which employs a secure index for searching a keyword. In conventional studies, it has been widely considered that the scheme searches whether a queried keyword is contained in encrypted documents or not. On the other hand, we additionally take into account the location of the queried keyword in the documents by targeting a matrix-type data format. The method enables an administrator to search personal information listed per line or column in CSV-like format data.
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1 Introduction

Though various kinds of data format are available in the real world, especially, matrix-type data formats, such as CSV, form a class of convenient format which enables to organize the information
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according to the uses’ intention. Since CSV provides the sorting facility in each item of the row and columns, the data format is considered to manage several sensitive medical records, such as the symptom of a patient, medicine prescribed for a patient and so on. In the case, the information might be stored as a sorted form, according to the item of row and column, and which can be a daily record by arranging information per day.

However, in proportion to the development of IoT devices, even medical devices equip such a low-performance device inside of them for controlling and communicating with each other. It also brings a threat for an attack from a malicious one on the patient’s information. Considering the situation, it is not an appropriate choice for storing and managing of sensitive records without any prominent security considerations.

On the other hand, such daily information will constantly increase, and as a result, the administrator needs to consider accommodation of the data in some virtualized storage such as in cloud storage. However, it makes the administrator impossible to search something except downloading every document over the storage, if the data are encrypted by a standard encryption scheme before uploading to those storages. In addition, it involves the risk of leaking some information that has to be hidden.

Regarding the drawbacks, techniques such as search a keyword without decrypting entire ciphertext have been investigated during these decades, and an approach based on symmetric encryption is an attractive and active topic of them. However, none of such searchable schemes, especially for symmetric encryption based system, focus on the multi-dimensional data format. In other words, it faces difficulty when searching a keyword whose location also involves a meaning.

Therefore, this paper proposes a searchable encryption scheme for secure outsourcing which can consider the location of the information by concentrating on the two-dimensional format: that is matrix-type data.

1.1 Related searchable techniques

An encrypted database management system (DBMS) is designed to avoid information leakage throughout a search such as keywords and documents to an adversary including the server itself. Most of the structure of DBMSs is realized by combining several high functional encryptions and searchable techniques and carries out operations without recovering any ciphertexts on a server.

For example, CryptDB [1] is the first practical DBMS that equips the ability to process an encrypted query so as not to appear plaintexts on the DBMS server. It is realized by using a proxy server that handles a query from a client to convert it to the proper encrypted query for carrying out the queried process. The encryption scheme, which is called onion, consisted of four kinds of layers which were encrypted by several functional encryptions, and the proxy server decrypts (or encrypts further) a query to the encrypted one in the appropriate layer of the onion.

Tu et al. proposed Monomi [2] which is known as an efficient encrypted DBMS. However, since the encrypted DBMSs employ functional encryptions which are based on public key encryptions, such as ElGamal encryption [3] and Paillier cryptosystem [4], which means that they require expensive computational costs for handling a query. Thus, it is not a suitable choice to use these DBMSs for big data.

To expand the applicability of DBMSs for big data analysis, an encrypted DBMS, which is called Seabed, is proposed in [5] by using an additive symmetric homomorphic encryption. Moreover, BlindSeer [6] can provide a rich query set with a few pieces of information leakages and it is designed to be capable of scaling to tens of terabytes of the data. As real applications, Always Encrypted Skyhigh Network and Encrypted BigQuery are known as industrial DBMSs.

As a platform for building web applications, Mylar, which was proposed by Popa et al. in [7], has also been paid much attention as a pioneer of multi-key searchable encryption (MKSE) protocols. It stimulates researchers to focus on the problems of keyword search over a group of shared documents from the same user in multi-user applications. The related works have become an active research topic in a short period of time.

Though searchable techniques on an encrypted domain have been paid much attention as a fundamental technique for constructing such DBMSs, searchable encryption schemes are classified
by focusing on information to be concealed from an adversary. Oblivious random access machine (ORAM) [8] is a secure searchable system that mainly concentrates on hiding the access pattern of a client to encrypted documents stored in a server. It is realized by reallocating the address of encrypted documents in the server whenever the client access to a document. However, the overhead on the access bandwidth cost is one of drawbacks of the system. One of the research directions in the ORAM is how to make the overhead small. The path ORAM (PORAM), which is proposed by Stefanov et al. in [9] as a lightweight ORAM protocol, is known as one of the most efficient and practical ORAM systems, and implementation on PORAM is so-called PHANTOM [10], which achieves an efficient DBMS. Owing to the result, a new research trend is arisen to reduce a large server occupancy without losing the efficient accessibility such as succinct ORAM proposed by Onodera and Shibuya in [11]. Furthermore, researches on ORAM are an inseparable part of oblivious transfer protocol which is a cryptographic primitive to conceal what pieces of information has been transferred. Though the scope of the research is different from this paper, Cho et al. considers the location of message throughout their research in [12].

On the other hand, searchable encryption (SE) enables a client to publish various queries for searching on an encrypted domain and to outsource or share private data securely with a little sacrifice of small information leakage. The SE schemes can be roughly classified into searchable symmetric encryption (SSE) and public key encryption with keyword search (PEKS). There are several related techniques such as predicate encryption (PE) [13,14], inner product encryption (IPE) [15], anonymous identity-based encryption (AIBE) [16–18], and hidden-vector encryption (HVE) [19]. However, the major objective of the PE, IPE, AIBE, and HVE is access control, which is differ from our targeting SEs. We are interested in the SE systems that can consider the location of information.

Bösch et al. distinguish SEs based on the number of allowable client access in [20] as follows:

2. Single-writer / Multi-reader (S/M),
3. Multi-writer / Single-reader (M/S),
4. Multi-writer / Multi-reader (M/M).

Most of the oriented SSEs are classified into S/S, which is a suitable architecture for outsourcing data. However, some of recent researches aim to expand SSE to be a multi-user model by employing a proxy server and homomorphic encryptions [21–23]. Further details about SSEs are described in Section 2.4.

On the other hand, PEKSs are classified into S/M, M/S, or M/M, which architectures are suitable for data sharing. There are many directions on the research of PEKS. For example, some schemes [24–26] are constructed to possess resistance against for a quantum attack by founding on lattice-based cryptography. Other direction is to prohibit reusing a token (namlly, a trapdoor), Sharma et al. proposed a scheme which can evaluate the freshness of the token in [27]. There also researches about the security of the scheme. For example, Huang et al. proposed a scheme that equips the security against inside keyword guessing attack [28]. In such a research, an adversary is an insider, and the problem is that the adversary may recover the keyword from a given trapdoor by exhaustively guessing the keywords offline. On another direction introduces a certificateless technology which allows us to avoid the key escrow problem in ID-based cryptography. For example, Wu et al. proposed a PEKS construction with a certificateless technique in [29].

The above techniques support MKSE protocols oriented to Mylar as fundamental techniques and state-of-the-art works such as [30,31] have been proposed. However, there does not exist any research that aims to expand the searchability to two-dimensional data format such as matrix-type storage (CSV-like format). In other words, any searchable schemes have not been considered in searching a keyword based on its location. Thus, this paper considers a straightforward way to search a keyword that can consider the location of information in the first construction. Then, based on the idea of the first construction, the authors propose a scheme that allows a client to search a keyword over encrypted matrix-type storage without leaking any information except unavoidable leakages.
1.2 Contribution of this work

In this paper, the authors propose a location-based searchable symmetric encryption scheme which allows a client to search a keyword with considering the location in matrix-type format data. It differs from the former SSE schemes in the sense that the proposed scheme handles two-dimensional data. This paper proposes the first SSE scheme that breaks the restriction of search underlying in the conventional methods.

Especially, the uniqueness of the proposed construction can be found by comparing it with the conventional methods by focusing on the trapdoor function. Firstly, most of the conventional schemes build a trapdoor per keyword by combining several cryptographic tools such as a secure hash function and a pseudorandom permutation. However, the authors design the proposed trapdoor function such that a single trapdoor of a keyword is to be a coefficient of a randomly decided degree of a special polynomial. More precisely, it uses a multiplicative cyclic property of a generator element in a field and an irreducible all-one polynomial (AOP).

Though two methods are introduced in this paper, the first method aims to build an index as a simple extension of the conventional scheme, where the secure index can handle the location of a keyword by allowing the leakage of the location of a keyword. Then, the second method, which is the location-based SSE scheme that also can hide the location of a keyword, is constructed based on the concept of the first scheme.

The rest of this paper is organized as follows. Section 2 reviews background information on pseudorandom permutation (PRP), hash function, and SE. Two proposed methods are introduced in Section 3, and the security and consideration are given in Section 4. Section 5 concludes this work and discusses future works.

2 Preliminaries

In the following, notations which are used throughout this paper are explained, and the basic idea of an index-based searchable encryption scheme is introduced in this section.

2.1 Notations

For a set $S$, let $|S|$ represent the number of elements in $S$. A vector is represented by a bold face such as $v$. The concatenation of two strings $s_1$ and $s_2$ is written as $s_1||s_2$. A combination, which is a selection of $m$ items from a collection whose elements are $n$, is denoted by $\binom{n}{m}$. Furthermore, let $\text{poly}(k)$ and $\text{negl}(k)$ denote unspecified polynomial and negligible functions in $k$, respectively, where $k$ is referred to the security parameter.

We represent the set of documents which include the keyword $w$ by $D(w)$, and $\delta(d)$ indicates the list of keywords that exist in $d$. The collection of $m$ distinct keywords is denoted by $\Delta$, that is $\Delta = (w_1, w_2, \ldots, w_m)$. For $\Delta$, let $2^\Delta$ be the set of all possible documents with words in $\Delta$ and let $d \subset 2^\Delta$ be a collection of $n = \text{poly}(k)$ documents $d = (d_1, d_2, \ldots, d_n)$ and let $ID(d_j)$ be the identifier of a document $d_j$. In addition, since this paper especially focuses on a matrix-type data format, it is explicitly denoted by $D_j$ when the authors handles matrix-type data as a target document, and whose $(u, v)$ entry is denoted by $w_{u,v}$. On the other hand, $w$ and $d$ implicitly denote an arbitrary document and keyword, respectively. In this paper, $w$ is assumed to be a combination of characters, and the $l$-th character of $w$ is denoted by $w[l]$, where $1 \leq l \leq \text{len}(w)$ and $\text{len}(w)$ denotes the length of $w$.

The system considered in this paper is assumed with the client-server model and a symmetric cryptosystem, which is employed in the first SSE scheme, is a block cipher of block size $N_b$. A key is denoted by $K_{str}$, which is the abbreviation of “key” with a subscription “str”. The ciphertext of a document $d$ is denoted by $c$ and the collection of ciphertexts is represented by $c = (c_1, c_2, \ldots, c_n)$. In addition, the client uses a trapdoor $t$ or a collection of $n$ trapdoor denoted by $t = (t_1, t_2, \ldots, t_n)$. Throughout this paper, it is assumed that the server always returns correct data, that means the data stored on the server would not be modified by anyone. Finally, for the security discussion, let $\mathcal{A}$ and $\mathcal{S}$ be an algorithm and a simulator, respectively.
2.2 Pseudorandom permutation

A pseudorandom permutation (PRP) [32] is a function which behaves as if the function shuffles a sequence uniformly and randomly. It is an essential cryptographic primitive and defined as follows:

**Definition 1** (Pseudorandom permutation) Let \( f, f^{-1} : \{0,1\}^k \times \{0,1\}^{N_b} \) be deterministic and efficiently computable function that satisfies

\[
f^{-1}(K_{PRP}, f(K_{PRP}, x)) = x
\]

for all keys \( K_{PRP} \in \{0,1\}^k \) and \( x \in \{0,1\}^{N_b} \).

It is also called block cipher and in what follows, this paper indicates this as a block cipher.

2.3 Hash function

A hash function is a one-way function which maps data of arbitrary size to data of the fixed size. It is useful for security applications to verify the correctness of the two data. For example, Keccak [33], which is the winner of the SHA-3 cryptographic hash algorithm competition, is well-known and used for real applications. A secure hash function is an essential factor of secure systems such as a digital signification and searchable encryption and such a hash function is especially called a cryptographic hash function. Such a cryptographic hash function is required to satisfy some properties as follows:

1. The length of the output of a hash function is always fixed.
2. The algorithm of a hash function must be deterministic, that is the function needs to have reproducibility for the same input.
3. A hash function has to generate a hash value efficiently to be employed by real-time applications.

The security of a hash function is ensured by the one-wayness (OW), the second preimage resistance (2ndPR) and the collision resistance (CR). The OW is the difficulty of predicting the input from output, that is the function should not be invertible. Next, let \( m_1 \) and \( m_2 \) be distinct messages and let \( H(\cdot) \) denote a hash function. Then, the 2ndPR and the CR are the difficulty of finding a pair of \( m_1 \) and \( m_2 \) such that \( H(m_1) = H(m_2) \). In the former case, an attacker can know the original message \( m_1 \), and trying to find a message \( m_2 \). On the other hand, the latter allows an attacker to select a pair of messages freely and the attacker detects a collision pair \((m_1, m_2)\).

2.4 Searchable symmetric encryption

SSE is a cryptographic primitive which is mainly classified into S/S architecture. A main stream of the approach of SSEs is building an inverted index whose entry is composed of pairs of a trapdoor and the corresponding document identifiers for a keyword. It is introduced by Curtmola et al. in [34] and many state-of-the-art works adopt the approach owing to its efficiency. Thus, the authors introduce the concept of the scheme proposed by Curtmola et al. in this paper. However, to obtain further knowledge of SSE, the readers can refer to [35] which shows several mechanisms of an index and the state-of-the-art works that this paper could not cover. Such a typical SSE scheme realize a search as illustrated in figure2: see abst and is carried out in the following steps. Firstly, a user scans a collection of documents to generate keywords and builds an index with utilizing trapdoors. Then, the user encrypts documents with a symmetric cryptosystem and uploads the index and encrypted documents to a server. Finally, the user can search a keyword which has already registered in the index. The detailed mechanism of Curtmola’s SSE scheme is drawn in Figure 2.

On the security analysis of an SSE, security definitions similar to the indistinguishable chosen plaintext attack (IND-CPA) have been proposed. Most of the recent works adopt the formal SSE definitions proposed in [34] which guarantee the secrecy of trapdoor and information about a keyword. In addition, Kurosawa and Ohtaki [36] introduced the universal composability (UC). It is a
**Gen**(1^k):  
Sample \( K_1 \) from \( \{0,1\}^k \) and generate a secret-key \( K_2 \) for a block cipher. Output \( K = (K_1, K_2) \).

**Enc\(_K\)(d):**

**Initialization:**  
Generate the list of distinct keywords \( \Delta \). For every keyword \( w \in \Delta \), generate the list of identifiers \( D(w) \), each of which indicates the document \( d \) that contains \( w \).

**Building the index** \( I \):
1. Let \( d_{i,j} \) denote the \( j \)-th document of \( D(w_i) \) for \( 1 \leq i \leq |\Delta| \) and \( 1 \leq j \leq |\delta(D(w_i))| \). Set \( I[\phi_K(w_i||j)] = ID(d_{i,j}) \), where \( \phi_K \) denotes a pseudorandom permutation.
2. Let \( s' = \sum_{w_i \in \Delta} |D(w_i)| \).
3. Let \( max_\delta \) be the maximum number of distinct keywords and let \( s = max_\delta \times |d| \).
   If \( s' < s \), then set values for the remaining \( (s - s') \) entries in \( I \) such that every \( ID(d_j) \) appears the same times.

**Preparing the output**
Encrypt \( d \) and output the index and ciphertexts \( c \).

**Trpdr\(_K\)(w):**
Generate and output the collection of trapdoor \( t = (t_1, \ldots , t_n) \). It is noted that \( t \) is given by \( t = (\phi_K(w||1), \ldots , \phi_K(w||n)) \).

**Search**(\( I, t \)):
Compare the trapdoor \( t \) with the index \( I \) and return the ciphertexts \( c = (c_1, c_2, \ldots ) \) which is inferred to involve the keyword.

**Dec\(_K\)(c\(_j\)):** Decrypt ciphertexts \( c_j \).

---

**Figure 1:** Illustration of a typical index-based SSE scheme

**Figure 2:** The detail of Curtmola’s adaptively secure index-based SSE
as an untrusted third party. Under such an assumption, the information leakage must be kept as small as possible with respect to keywords and documents. There is some unavoidable leakage such as history, access pattern and search pattern. For a document set $d$ and a keyword $w$, they are defined as follows:

**Definition 2** (History) A $q$-query history over $d$ denoted by $h = (d, w)$ is a tuple of documents $d$ and $q$ keywords $w = (w_1, w_2, \ldots, w_q)$, which is obtained throughout $q$ times communication between a user and a server.

**Definition 3** (Access pattern) The access pattern $Access(h)$ induced by $h$ is the result of each search via a trapdoor. It is the collection of documents that contains a keyword $w_i$ ($1 \leq i \leq q$).

**Definition 4** (Search pattern) The search pattern $Search(h)$ induced by $h$ is given by a symmetric binary matrix $\sigma$ whose $(i, j)$-element is represented by

$$\sigma_{ij} = \begin{cases} 1 & \text{if } w_i = w_j, \\ 0 & \text{otherwise.} \end{cases} \quad (2)$$

Based on these information, Curtmola et al. defined a trace induced by a $q$-query history as follows:

**Definition 5** (Trace) The Trace denoted by $Trace(h)$ consisted of lengths of documents in $D$, the access pattern $Access(h)$, and the search pattern $Search(h)$.

Curtmola et al. shows that $Trace(h)$ is the minimal information leakage [34], and thus $Trace(h)$ becomes one of the benchmarks to evaluate the security of an SSE scheme.

This paper adopts real-ideal simulation paradigm introduced in [34], which intuitively asks an adversary to guess which game (real or ideal) plays. It is defined as follows:

**Definition 6** (Adaptive semantic security) Let $SSE = (Gen, Enc, Trpdr, KWSearch, Dec), A = (A_0, \ldots, A_q)$ and $S = (S_0, \ldots, S_q)$ be an index-based SSE scheme, an adversary such that $q \in \mathbb{N}$ and a simulator, respectively. For the security parameter $k \in \mathbb{N}$, consider the following probabilistic experiments $Real_{SSE,A}(k)$ and $Sim_{SSE,A}(k)$, where $st_A$ and $st_S$ are strings that capture the state of $A$ and $S$, respectively.

$Real_{SSE,A}(k)$:

- $K \leftarrow Gen(1^k)$
- $(d, st_A) \leftarrow A_0(1^k)$
- $(I, c) \leftarrow Enc(d)$
- $(w_1, st_A) \leftarrow A_1(st_A, I, c)$
- $t_1 \leftarrow Trpdr(w_1)$
- for $2 \leq i \leq q$, $(w_i, st_A) \leftarrow A_i(st_A, I, c, t_1, \ldots, t_{i-1})$
- $t_i \leftarrow Trpdr(w_i)$
- let $t = (t_1, \ldots, t_q)$
- output $\nu = (I, c, t)$ and $st_A$

$Sim_{SSE,A,S}(k)$:

- $(d, st_A) \leftarrow A_0(1^k)$
- $(I, c, st_S) \leftarrow S_0(Trace(d))$
- $(w_1, st_A) \leftarrow A_1(st_A, I, c)$
- $(t_1, st_S) \leftarrow S_1(st_S, Trace(d, w_1))$
- for $2 \leq i \leq q$, $(w_i, st_A) \leftarrow A_i(st_A, I, c, t_1, \ldots, t_{i-1})$
- $(t_i, st_S) \leftarrow S_i(st_S, Trace(d, w_1, \ldots, w_i))$
- let $t = (t_1, \ldots, t_q)$
- output $\nu = (I, c, t)$ and $st_A$

Let $D(\nu, st_A)$ be a distinguisher which takes input as the output from the experiments and returns 1 if it succeeds to guess and 0 otherwise. The SSE scheme is adaptively semantically secure if for
all polynomial-size adversaries \( A = (A_0, \ldots, A_q) \) such that \( q = \text{poly}(k) \), there exists a non-uniform polynomial-size simulator \( S = (S_0, \ldots, S_q) \) such that for all polynomial-size \( D \),

\[
|\Pr[D(\nu, st_A) = 1 : (\nu, st_A) \leftarrow \text{Real}_{\text{SSE}, A}(k)] - \Pr[D(\nu, st_A) = 1 : (\nu, st_A) \leftarrow \text{Sim}_{\text{SSE}, A, S}(k)]| \leq \text{negl}(k),
\]

where the probabilities are over the coins of \( \text{Gen} \) and \( \text{Enc} \).

It is noted that a history is assumed to be non-singular which is defined as follows:

1. There exists at least one history \( h' \neq h \) such that \( \text{Trace}(h') = \text{Trace}(h) \).
2. Such a history can be found within polynomial-time from given \( \text{Trace}(h) \).

3 A keyword search with the location of data

External storages such as cloud are widely used in current ICT society to outsource or share a massive amount of data even if it contains private information. There arises a strong demand for the privacy sensitive data to search without sacrificing the secrecy of plaintexts against an adversary. Especially, information with respect to an individual person is often listed up as the matrix-type format such that some elements of each person have appeared at each row in the matrix. We focus on the data format, and keyword search methods with a restriction on the position of information are proposed here.

3.1 Basic concept of the location-based SSE scheme

Firstly, let us begin with constructing a simple SSE scheme with allowing several information leakages to make the concept of the location-based SSE clear. Hereafter the authors handle matrix-type data \( D \) and a keyword which locates in \((u, v)\) entry of \( D \) is explicitly denoted by \( w_{u,v} \). On the other hand, \( d \) and \( w_i \) are used for simply indicating documents including \( D \) and a keyword including \( w_{u,v} \), respectively, when the authors do not distinguish \( d \) and \( D \).

3.1.1 Definition

The scheme consists of the following polynomial-time functions.

**Definition 7** (Generation) \( \text{Gen}(1^k) \) generates a pair of secret-keys of a block cipher \( K_{\text{sym}} \) and \( K_{\text{init}} \), and make a list of keywords \( \Delta \) by scanning a collection of documents \( d \), where \( k \) denotes a security parameter. At the same time, identifiers denoted by \( ID(d_j) \) are attached to each document.

The function is run by a user.

**Definition 8** (Encryption) \( \text{Enc}_{K_{\text{sym}}}(d) \) is a deterministic algorithm run by a user with taking a collection of documents \( d \) as its input. This function creates a secure index for searching and the encryption is carried out by a block cipher of block size \( N_b \) with using the secret-key \( K_{\text{sym}} \).

**Definition 9** (Trapdoor) \( \text{Trpdr}(w) \) is a deterministic algorithm run by a user. It takes a keyword \( w \) as its input and returns a collection of trapdoors \( t \) created from the keyword.

**Definition 10** (Keyword search) \( \text{KWSearch}(t) \) takes a trapdoor \( t \) as the input and searching data on a server with an index. Then, the function returns true or false. In addition, it returns the correction of encrypted documents which contain the keyword if and only if the user requests to send back them.

**Definition 11** (Decryption) \( \text{Dec}_{K_{\text{sym}}}(c) \) decrypts ciphertexts encrypted by the block cipher of a secret-key \( K_{\text{sym}} \).
The detailed mechanism of the trapdoor function and keyword search scheme is introduced in this section. Figure 3 illustrates the brief flow of the system. The data format treated in this paper is a matrix-type in which each element is arranged at each row and column such as CSV format data.

3.1.2 Encryption and index for searching

An encryption function \( \text{Enc}_{K_{\text{sym}}} (\cdot) \) creates an index table which associates a keyword \( w \) with the collection of documents \( D(w) \) and encrypts the documents. The index table has a one-to-one correspondence between the keyword \( w \) and the identifier of a document, which is referred to as normal-index throughout this paper. At the same time, the function extracts a certain row (column) where the target data is stored in and expands each element of the row (column) to \( N_b \) via a hash function \( H_1 (\cdot) \). Then, every block is encrypted by the block cipher and the ciphertexts are stored in a server. The index created by the above procedure is especially called CBC-index in this paper. It is noted that the data is associated with the document identifiers and the encryption is carried out with the cipher block chaining mode. Therefore, \( K_{\text{init}} \) is handled as the initialization vector of the first encryption for extracted elements.

For simplicity, let us assume the data with CSV format as shown in Table 1 and consider searching the blood type of a specific identifier. Then, only the column with respect to the blood type is picked up, and each element of the column is stored. It is noted that the block cipher used in the system takes XOR operation to the input and the previous ciphertext block before the encryption. The above procedures are illustrated in Figure 4. It is noted that \( H_1 (\cdot) \) denotes an ideal cryptographic hash function which maps \( x \) to \( N_b \)-bit string and possesses OW, 2ndPR, and CR properties. The hash function must not allow an adversary to obtain a keyword \( w \) from the hash value \( H_1 (w) \). In addition, \( H_1(w_{u_1,v_1}) = H_1(w_{u_1,v_1}) \neq H_1(w_{u_2,v_2}) \) are an essential condition for an arbitrary distinct keyword pair \((w_{u_1,v_1}, w_{u_2,v_2})\) in the same row (column).

\[
\begin{array}{|c|c|c|c|}
\hline
\text{ID} & \text{Age} & \text{Gender} & \text{Blood type} \\
\hline
A & 23 & \text{Men} & AB \\
B & 31 & \text{Women} & B \\
C & 19 & \text{Men} & O \\
D & 41 & \text{Men} & A \\
E & 47 & \text{Women} & B \\
\vdots & \vdots & \vdots & \vdots \\
\hline
\end{array}
\]
3.1.3 Procedure for searching a keyword

This section introduces how to find a target keyword located in the indicated position. Firstly, the normal-index is for searching a keyword without its location. This functionality allows a user to confirm whether a keyword $w$ is contained in the collection of documents $d$ or not. The above search method is called normal search in this paper. Secondly, CBC-index is a set of a ciphertext which is specialized to search a keyword $w_{u,v}$ in a matrix-type data $D$ based on the location. The search is referred by location-based search in this paper. The detailed flow of the location-based search is illustrated in Figure 5. Let us assume that a user would like to search whether a keyword $w_{u,v}$ is located in the $(u, v)$ entry of $D$. The user sends the position of a keyword, that is $(u, v)$, then the server will return the trapdoor $t_{u-1,v}$. If $t_{u-1,v}$ truly corresponds to $\text{Enc}_{K_{\text{sym}}}(H_1(w_{u-1,v}) \oplus K_{\text{init}})$, then the user can calculate the correct trapdoor of the target keyword $w_{u,v}$ as $t_{u,v} = \text{Enc}_{K_{\text{sym}}}(H_1(w_{u,v}) \oplus t_{u-1,v})$. After the server receives the trapdoor $t_{u,v}$, it begins to compare the trapdoor in the server with the received $t_{u,v}$. If the server finds the same trapdoor in the stored data, then it returns true. Otherwise, it returns false to the user. It is noted that the encrypted documents which contain the keyword are turned back to the user if and only if the user requests to send back them.

![Figure 4: Mechanism of the proposed method](image)

![Figure 5: Detail of keyword search based on the location](image)
Let us consider the above procedure with the previous example. Here, let us search the blood type of ID B. For example, the administrator in the medical field knows the name of a patient and that of some corresponding item the one would like to search. Thus, it is natural that we assume the identifiers and items are managed by associating with the number of rows and columns, respectively, in a matrix-type document used in such medical and financial fields. For simplicity, we discuss with numeric numbers to indicate a row and a column, and the location $u$ and $v$ are larger than 1, respectively. It is considered that the assumption is quite natural even for practical use because the identifiers are distributed by the user and it is uniquely given to each person. Since ID B locates in the third row in Table 1, a client firstly sends the position $(u, v) = (2, 3)$ of a keyword $w_{u, v}$ to obtain the previous trapdoor. Then, the server receives $v = 3$ and refers to and returns the trapdoor located in the position $(u - 1, v)$. Thirdly, the user calculates $t_{2,3} = Enc_{K_{sym}}(H_1(x) \oplus t_{1,3})$ by using received trapdoor $t_{1,3}$, where $x$ denotes a blood type indicated by the user. Finally, the server returns the queried result as true if $t_{2,3}$ is found on the server. Otherwise, the user understands that the keyword is not contained in the row of the data and he may search another keyword again. In this way, the construction allows a user to search for information located in a specific position by building entries of an index for each keyword with location.

3.2 Adaptively secure location-based SSE

The CBC-index allows us to search whether a keyword locates on $u$-th row and $v$-th column. However, since it uses a piece of raw information about the locations of a keyword and chains the previous trapdoor, adversaries can obtain the location and an initialization vector for calculating the target trapdoor. There is a threat that a set of several queries and the results may enable adversaries to infer a relationship between trapdoors. In this sense, the scheme with CBC-index is not suitable for a system that handles several search queries. Therefore, this section proposes the second construction of an index to realize a location-based SSE which achieves to conceal until the location of a keyword.

3.2.1 Mechanism of the index

The scheme uses cyclotomic polynomial over $\mathbb{F}_p$. Before referring to the detail of construction, we introduce mathematical conditions here. Let $\Phi_{p_1}(x)$ be a cyclotomic polynomial and let $p_1, p_2$ be distinct primes such that $\gcd(p_1, p_2) = 1$ and $p_1 \equiv 1 \pmod{p_2}$ becomes a generator in $\mathbb{F}_{p_2}$ for all $p_1 > p_2$. Then, $\Phi_{p_2}(x)$ is an irreducible polynomial over $\mathbb{F}_{p_1}$ and is given by AOP as follows:

$$\Phi_{p_2}(x) = \sum_{j=0}^{p_2-1} x^j. \tag{3}$$

Let $g_1$ be a generator in $\mathbb{F}_{p_1}$. The scheme uses a series of polynomials $\Phi_{p_2}(g_1^i x)$, where $i(1 \leq i < p_1 - 1)$. Since $g_1$ is a generator in $\mathbb{F}_{p_1}$, polynomials $\Phi_{p_2}(g_1^i x)$ are distinct and each coefficient of the certain $x^j(j > 0)$ forms a cyclic group under the modulus $p_1$. For example, let $p_1 = 7, p_2 = 5$ and $g_1 = 3$, then the following polynomials hold:

$$\begin{align*}
\Phi_{p_2}(3^1 x) &= 4x^4 + 6x^3 + 2x^2 + 3x + 1, \\
\Phi_{p_2}(3^2 x) &= 2x^4 + 1x^3 + 4x^2 + 2x + 1, \\
\Phi_{p_2}(3^3 x) &= 1x^4 + 6x^3 + 1x^2 + 6x + 1, \\
\Phi_{p_2}(3^4 x) &= 4x^4 + 1x^3 + 2x^2 + 4x + 1, \\
\Phi_{p_2}(3^5 x) &= 2x^4 + 6x^3 + 4x^2 + 5x + 1,
\end{align*}$$

Since the coefficients of polynomials $\Phi_{p_2}(g_1^i x)$ can be considered as entries of a matrix, it is useful to associate with the location of a keyword and the keyword itself. For convenience, let us replace variables $(i, j)$ by $(u, v)$ and let $u, v$ are indicators of row and column, respectively. It is noted
that the above replacement implicitly means that $p_1$ and $p_2$ show the allowable maximum row and column in this scheme. Therefore, they have to be large at least they can cover the maximum row and column size of matrix-type data. Assume that every character which consists words is uniquely associated with a non-zero number (e.g. ASCII code) less than $p_1$. Let $H_2(x)$ be a secure hash function of the bit length $N$ and a trapdoor is generated by a client in the following steps:

1. Let $w_{u,v}$ be a keyword located in the $(u,v)$ cell. Calculate the hash value $H_2(w_{u,v}|u||v)$, and split it into the bit length $m$, where $m$ is derived by $m = \lceil \log_2(p_1) \rceil$. It denotes the allowable maximum bit size for a trapdoor. It is noted that the bit length of the hash value need to be longer than $m$.

2. Calculate the polynomial $\Phi_{p_2}(g_1^u x)$ and multiply $w_{u,v}[0]$ to the $(p_2 - 1 - v)$-th coefficient of $\Phi_{p_2}(g_1^u x)$, where $w_{u,v}[0]$ denotes the character at the beginning of a keyword located in $(u,v)$ cell.

3. Convert coefficients of the polynomial calculated in the first step to a binary sequence. Note that every coefficient is transformed into a binary representation with $m$-bit padding.

4. Embed the first $m$-bits obtained from the hash value of $w_{u,v}$ into the $v$-th coefficient of the polynomial throughout XOR operation.

5. Concatenate binary sequences generated in the previous step with uniform shuffling algorithm (e.g pseudorandom permutation, Fisher Yates Shuffle [37] and so on), and output it as the trapdoor of $u$-th row elements.

Let $l$ be a control parameter determined by a client. Since the coefficients in small degrees are not frequently shuffled even if a client randomly chooses a generator in $F_{p_1}$, the coefficients of degree less than $l$ is used for a dummy entry. In addition, $l$ also has a role to adjust so that $m$ becomes a factor of $p_2 - l$, and the remaining part can be ignored in this method. An illustration of the trapdoor is shown in Figure 6.

![Figure 6: Illustration of the generating procedure of trapdoors](image)
To mix the rows of trapdoors generated in the above procedure, a method for shuffling trapdoors is required. Let \( g_2 \in \mathbb{F}_{p_1} \) be a different generator from \( g_1 \), and we propose to store the \( u \)-th trapdoor by sorting based on the ascending order of \( g_2^u \pmod{p_1} \). Namely, \( u \)-th trapdoor is stored in the \( g_2^u \)-th address of a memory.

### 3.2.2 Query and search

To search a keyword located in \((u, v)\) cell in the original matrix from the document is discussed in this section. Recall that the client has parameters \( p_1, p_2, g_1, g_2 \) and a keyword \( w_{u,v} \), and assume that the client knows which cell is the target cell that may contain \( w_{u,v} \). It is natural in the target document format such as medical data, for example, data in \((u, v)\) cell is managed by an identifier and an item associated with \( u \) and \( v \).

A query is composed of two binary sequences of length \( m \) and an integer. Under the setting, the client prepares a query as follows:

1. Calculate \( g_1^{u(p_2-1-v)} \cdot w_{u,v}[0] \pmod{p_1} \) and convert it to a binary sequence with \( m \)-bit padding.
2. Calculate the hash value \( H_2(w_{u,v}|u|v) \) and extract the first \( m \)-bits from the hash value.
3. Calculate \( g_2^u \) to indicate the address of a storage.
4. Output the set of \( m \)-bits sequences together with \( g_2^u \) as a query \( q \).

Let \( t \) be a trapdoor stored in \( g_2^u \)-th address. Let \( s_1 \) and \( s_2 \) be \( m \)-bits sequences derived from the coefficient of the polynomial and the hash value, respectively. The server searches \( s_2 \) by removing \( s_1 \) from \( t \) with XOR operation and returns the search result to the client (e.g. document identifiers, and the location of corresponding \( m \)-bits found in the target trapdoor to check the correctness of the column). Since a trapdoor is composed of the concatenation of binary sequences of length \( m \), the order of a search is \( \mathcal{O}(n) \).

### 4 Security and consideration

#### 4.1 Security of the location-based SSE

In this section, the authors discuss the security of the proposed location-based SSE (the second construction) based on the real-ideal simulation paradigm. Assume that the hash function satisfies the requirements as a secure hash function, and the symmetric encryption is PCPA-secure, which means the encryption scheme has pseudorandomness against chosen plaintext attacks. In addition, assume that distinct primes \( p_1, p_2 \) are sufficiently large so that an adversary can not solve the discrete logarithm problem (DLP). Throughout the discussion, the authors describe a polynomial-size simulator \( \mathcal{S} \) such that the output of \( \text{Real}_{\text{SSE}, A}(k) \) and \( \text{Sim}_{\text{SSE}, A, \mathcal{S}}(k) \) are computationally indistinguishable for all polynomial-size adversaries \( A = (A_0, \ldots, A_q) \). Consider that the simulator adaptively generates a string \( \nu = (I, c, t) = (I, c_1, \ldots, c_n, t_1, \ldots, t_n) \) as follows:

\( \mathcal{S}_0(1^k, \text{Trace}(d)) \): Since the size of all the documents can obtain from the trace of \( d \), it may estimate \( p_1, p_2 \) from the maximum number of rows and columns in \( d \) such that \((p_1, p_2) = 1 \) and \( p_1 \) becomes a generator in \( \mathbb{F}_{p_2} \). However, it is noted that the estimated \( p_1 \) and \( p_2 \) are not always the correct prime integers since they are not public information. It then sets \( I \) to be a lookup table with inserted document identifiers at random locations. Then, \( \mathcal{S}_0 \) includes \( I \) in \( st_{\mathcal{S}} \) and outputs \((I, c, st_{\mathcal{S}})\), where \( c_i \) is sampled from \( \{0,1\}^{d_i} \). Since \( st_{\mathcal{S}} \) does not have the secret key for the symmetric encryption scheme except a negligible probability, each \( c_i \) is indistinguishable from a real ciphertext.

Recall that a trapdoor is generated by the following steps: 1) calculating \( g_1^{u(p_2-1-v)} \cdot w_{u,v}[0] \pmod{p_1} \) with a secret information \( g_1 \) and binarize it with \( m \)-bit padding, 2) calculating the hash value \( H_2(w_{u,v}|u|v) \) and extracting the first \( m \)-bit from the output, 3) taking XOR of each \( m \)-bit and output it. Assume that a trapdoor is distinguishable from a real trapdoor.
Then, one can distinguish the output of $H_2(w_{u,v}||u||v)$ by observing only $m$-bit sequence. Secondly, assume that the one can remove the masking obtained from $H_2(w_{u,v}||u||v)$ and reveal the secret information contained in $g_1^{u(p_2-1-v)} \cdot w_{u,v}[0] \pmod{p_1}$. It is noted that target information would be the input of the hash function, the location $(u,v)$, and a character $w_{u,v}[0]$ used for the keyword.

However, since we assume that the hash function is not invertible, the discussion is omitted here. In this case, the one can distinguish a randomly chosen primitive element $g_1$, then the exponential part can be derived by factorizing $g_1^{u(p_2-1-v)} \cdot w_{u,v}[0] \pmod{p_1}$. In other words, such an adversary has to try to solve the DLP by selecting a generator $g \in \mathbb{F}_{p_1}$ in brute-force way. However, since there are $(\varphi(p_2-1))$ kinds of generators in $\mathbb{F}_{p_1}$, the probability of presuming the generator would be negligible, where $\varphi(\cdot)$ is the Euler’s totient function. Therefore, since $g_1$ is not contained in $st_A$, $I$ is indistinguishable from a real index. Furthermore, since $g_2 \in \mathbb{F}_{p_1}$ is also not contained in $st_A$, the location of the trapdoor is indistinguishable from real address owing to the DLP.

$S_1(1^k, Trace(d, w_1))$: $S_1$ randomly picks an entry from $I$ and remember association between $t_1$ and $w_1$ by including it in $st_S$. It then outputs $(t_1, st_S)$. Except the negligible probability, $st_A$ does not include $g_1$ and $g_2$, $t_1$ is indistinguishable from a real trapdoor otherwise one can distinguish an $m$-bits extracting from a random string of the hash function and the representation of a scalar value by estimating the bases $g_1$ and $g_2$.

$S_i(1^k, Trace(d, w_1, \ldots, w_i))$ for $2 \leq i \leq q$: $S_i$ firstly checks whether the keyword $w_i$ appears before or not by evaluating the access pattern $M$. If $w_i$ appears previously, $S_i$ uses it as $t_i$. On the other hand, if $w_i$ has not appeared previously, $S_i$ generates a trapdoor in the same way as $S_1$ does. Then, it outputs $(st_S, t_i)$ and clearly, $t_i$ is indistinguishable from a real trapdoor.

Therefore, the location-based SSE is adaptively semantically secure.

4.2 Consideration

This section gives further practical security analysis and consideration for a real use. The DLP is a problem that asks to find the exponent of $g^i$ in a finite field with a large prime number from given pair $(g, g^i)$, where $g$ is a generator in the field. There are several efficient methods for solving DLP such as Pohlig-Hellman algorithm [38] and Pollard Rho algorithm [39]. However, the DLP is still difficult if the characteristic $p$ is sufficiently large.

Since the number of generators in $\mathbb{F}_p$ is given by $\varphi(p-1)$, there are $(\varphi(p-1))$ kinds of candidates of generator pairs. In addition, the probability of collisions is given by $\frac{1}{2^m}$ according to the birthday bound [40]. Considering the current security level in RSA, it would be close to 0 since each bit size of the trapdoor of a keyword can be given by $m = \lceil \log_2(p) \rceil = 3072$ even for 128-bit security.

Considering the real uses, a form $m = 8x, (1 \leq x)$ is a reasonable choice for implementation, and a collision occurs in the probability $1/2^4 \simeq 0.0625$ at the worst case ($u = 1$). This is because current a high-level programing language such as C can manage 64-bit operation without multiple precision arithmetic libraries. In addition, the bit size of trapdoor is calculated by $\sum_{i=1}^{d} m \times N_{d_i}$, where $|d|$ denotes the number of documents in a document set $d$ and $d_i \in d$.

Since this paper considers much complex search rather than the conventional methods that purpose to find whether a keyword is contained in documents or not, the index size would be large. The authors think that it is a trade-off between compactness and usability. However, there is a possibility that the trapdoor size of the proposed method becomes smaller than that of conventional schemes since a size in the proposed method is $m$-bits. For example, for simplicity, assume that the trapdoor of a method consisted of $N$-bits of hash values. Then, the trapdoor of the proposed method becomes small if $N \times |\Delta| \geq \sum_{i=1}^{d} m \times N_{d_i}$ is satisfied even though the searchability becomes high.
5 Conclusion

A searchable encryption scheme with considering the location of the data in storage was proposed in this paper. This functionality targets matrix-type data, which is used to list up information for an individual person in the real world such as the medical field and financial field. This is also for overcoming the difficulty of searching a duplicated information by distinguishing the location, which is underlying in the conventional keyword search.

The proposed method firstly introduced in this paper provides a search which can consider the location of a keyword. Since the trapdoor of a keyword is calculated by using a hash function and a block cipher, a client can prepare a query efficiently. However, the scheme is not sufficiently secure because it directly indicates the location of a keyword in an interaction and use another trapdoor as an initial value for the trapdoor. Based on the first concept, the authors proposed the location-based scheme and showed that it is adaptively and semantically secure if prime numbers used in the method is sufficiently large so that an adversary cannot solve the DLP.

Considering the current computational performance, the scheme proposed in the latter can implement with a low collision probability. However, the computational cost for preparing a query becomes larger than the first method. For further compactness, the authors think that a location-based search can struct with an elliptic curve, which difficulty is called ECDLP and can achieve the same security level even though a small security parameter. In addition, a secure update, which means rebuilding the index without any leaks, is required. These improvements are left for future works.
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