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Abstract

In this paper, we consider a uniform k-partition problem in a population protocol model.
The uniform k-partition problem divides a population into k groups of the same size. For this
problem, we give a symmetric protocol with designated initial states under global fairness. The
proposed protocol requires 3k − 2 states for each agent. Since any protocol for the uniform k-
partition problem requires Ω(k) states to indicate a group, the space complexity of the proposed
protocol is asymptotically optimal.

Keywords: population protocol, uniform k-partition, distributed protocol

1 Introduction

1.1 Background and Our Contribution

A population protocol model [5] abstracts computation carried out by many mobile devices. Such
devices are called agents and a set of agents is called a population. In the population protocol model,
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computation is proceeded by repeating the pairwise interactions of agents. If an interaction occurs
between two agents, the states of the agents are updated. The population protocol model can be
used for modeling many kinds of mobile networks. For example, a network of the sensors attached
to wild birds is useful to observe the ecosystem. In this system, a pairwise interaction occurs when
two sensors (i.e. birds) approach to each other. Sensors collect and process data based on their
interactions. Another promising application is a network of molecular robots [20], which can be
deployed to a human body for the diagnosis of its physical condition. To realize these systems,
many protocols have been studied as building blocks in the population protocol model [10]. For
example, leader election protocols [4, 13, 17, 21, 22, 23], counting protocols [9, 11, 12], majority
protocols [6, 16], and so on.

In this paper, we focus on the uniform k-partition problem, which divides a population into k
groups of the same size. The uniform k-partition problem has many applications. It can be used for
reducing the energy consumption of the whole system by switching on some groups and switching
off the others. In another example, we can assign different tasks to different groups and make agents
execute multiple tasks at the same time. It is also possible to use uniform k-partition protocols for
attaining fault-tolerance [14].

As prior work, Yasumi et al. [25] focused on the uniform k-partition problem for k = 2 (called
uniform bipartition) and proposed several space-optimal protocols in various settings. In particular,
it is proved that four states are necessary and sufficient to solve the uniform bipartition problem
by a symmetric protocol under global fairness. Symmetric protocol is the restricted subclass of the
protocols where any interaction among the two agents with the same state must result in the (other)
same state. Global fairness is an assumption on schedules of interactions (the formal definition
is given in Section 2). By repeating the uniform bipartition protocol h times, we can construct
a uniform k-partition protocol for k = 2h. However, it is difficult to extend the protocol to the
case of k 6= 2h. This is because the protocol strongly depends on nature of pairwise interactions.
That is, in the protocol, when one agent becomes a member of one group by an interaction, the
partner becomes a member of another group at the same time. This simple mechanism guarantees
that each group contains the same number of agents. However, it is obviously impossible to divide
k agents (k > 2) into k different groups only by a single interaction, and thus the strategy of the
bipartition protocol is not easily extended to the general k-partition case. In the case of allowing less
uniformity, Delporte-Gallet et al. [14] proposes a protocol solving the uniform k-partition problem
approximately. This protocol guarantees that each group contains at least n/(2k) agents, where n
is the number of agents. This protocol requires k(k + 3)/2 states under global fairness.

Our Contribution In this paper, we propose a protocol that solves the uniform k-partition
problem for any k (k ≥ 2). This protocol is symmetric and works under global fairness. Recall
that, in symmetric protocols, when two agents in the same state interact, they transit to the same
state. Such protocols do not require a mechanism to break symmetry among agents and hence can be
applied to various systems. This protocol requires 3k−2 states for each agent. This space complexity
is asymptotically optimal because clearly any uniform k-partition protocol requires Ω(k) states to
indicate a group of an agent. We evaluate the time complexity of the protocol by simulations. From
the simulation results, we can observe that the time complexity increases exponentially with k but
not exponentially with n.

1.2 Related Works

The population protocol model was introduced in [5, 7]. The class of computable predicates in this
model was clarified by the researches.

In addition to such computability researches, many algorithmic problems have been considered in
the population protocol model: leader election [1, 2, 8, 13, 15, 17, 21, 22, 23], counting [9, 11, 12, 18],
and majority [1, 3, 6, 16]. The leader election problem has been studied for both designated and
arbitrary initial states. For designated initial states, the main research topic is to minimize the
time and space complexity of leader election protocols [1, 2, 15]. For arbitrary initial states, many
researches have developed self-stabilizing and loosely-stabilizing protocols [8, 13, 17, 21, 22, 23]. The
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counting problem aims to count the number of agents in the population. After the first protocol
was proposed in [12], the space complexity was gradually minimized [11, 18]. In [9], a time and
space optimal protocol was proposed. The majority problem is also a fundamental problem in the
population protocol model. In this problem, each agent initially has a color x or y, and the goal
is to decide which color gets a majority. For the majority problem, many protocols have been
proposed [1, 3, 6, 16]. Recently an asymptotically space-optimal protocol for c colors (c > 2) has
been proposed in [16].

As a similar problem to the uniform k-partition problem, Lamani et al. [19] studied a group com-
position problem that divides a population into groups of designated sizes. Although the proposed
protocols assume arbitrary initial states, they also assume that n/2 pairs of agents make interactions
simultaneously and that all agents know n. Therefore the protocol does not work in our setting.

After publishing the conference version of this paper, some of the authors extended the result to
the R-generalized partition problem, where the protocol divides all agents into k groups whose sizes
follow a given ratio R [24].

2 Definitions

2.1 Population Protocol Model

A population A consists of a collection of pairwise interacting agents. A protocol is defined as
P = (Q, δ), where Q is a set of possible states of agents and δ is a set of transitions on Q. Each
transition in δ is denoted by (p, q)→ (p′, q′), which means that, when an agent in state p and an agent
in state q interact, they update their states to p′ and q′, respectively. Transition (p, q) → (p′, q′)
is asymmetric if both p = q and p′ 6= q′ hold; otherwise, the transition is symmetric. Protocol
P = (Q, δ) is symmetric if every transition in δ is symmetric. Protocol P = (Q, δ) is deterministic if,
for any pair of states (p, q) ∈ Q×Q, at most one transition (p, q)→ (p′, q′) exists in δ. We consider
only deterministic symmetric protocols in this paper.

A global state of a population is called a configuration. A configuration is defined as a vector of
(local) states of all agents. We describe C → C ′ if configuration C ′ is obtained from C by a single
transition of a pair of agents. For configurations C and C ′, if there exists a sequence of configurations
C = C0, C1, . . . , Cm = C ′ that satisfies Ci → Ci+1 for any i (0 ≤ i < m), we say C ′ is reachable

from C, denoted by C
∗−→ C ′. An infinite sequence of configurations E = C0, C1, C2, . . . is called

an execution of a protocol if Ci → Ci+1 holds for any i (i ≥ 0). An execution E is globally fair
if, for every pair of configurations C and C ′ such that C → C ′, C ′ occurs infinitely often when C
occurs infinitely often. This implies that, under global fairness, if C occurs infinitely often, every
configuration C∗ reachable from C also occurs infinitely often.

In this paper, we assume that a protocol has designated initial states, that is, the state of every
agent is a designated initial state s0 ∈ Q in the initial configuration. We denote by n the number
of agents in a population. No agent knows n in the initial configuration. If n = 2 holds, two
agents cannot transit to different states in symmetric protocols and thus cannot solve the uniform
k-partition problem. Hence, we assume n ≥ 3.

2.2 Uniform k-Partition Problem

Let f : Q→ {1, 2, . . . , k} be a function that maps a state of an agent to an integer i(1 ≤ i ≤ k). Let
s(a) be a state of agent a. We say agent a ∈ A belongs to the i-th group if f(s(a)) = i holds.

Configuration C is stable if there is a partition {G1, G2, . . . , Gk} of A that satisfies the following
condition:

1. ||Gi| − |Gj || ≤ 1 for any i and j, and

2. For all C∗ such that C
∗−→ C∗, each agent in Gi belongs to the i-th group at C∗.

An execution E = C0, C1, C2, . . . solves the uniform k-partition problem if there is a stable
configuration Ct in E. If each execution E of protocol P solves the uniform k-partition problem,
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Algorithm 1 Uniform k-partition protocol

A state set
Q = I ∪G ∪M ∪D where
I = {initial, initial′},
G = {g1, g2, . . . , gk},
M = {m2,m3, . . . ,mk−1}, and
D = {d1, d2, . . . , dk−2}.

A mapping function to groups
f(ini) = 1 holds for any ini ∈ I.
f(gi) = i holds for any gi ∈ G.
f(mi) = i holds for any mi ∈M .
f(di) = 1 holds for any di ∈ D.

Transition rules
1. (initial, initial)→ (initial′, initial′)

2. (initial′, initial′)→ (initial, initial)

3. (di, ini)→ (di, ini) (di ∈ D and ini ∈ I)

4. (gi, ini)→ (gi, ini) (gi ∈ G and ini ∈ I)

5. (initial, initial′)→ (g1,m2)

6. (ini,mi)→ (gi,mi+1) (ini ∈ I and 2 ≤ i ≤ k − 2)

7. (ini,mk−1)→ (gk−1, gk) (ini ∈ I)

8. (mi,mj)→ (di−1, dj−1)(2 ≤ i, j ≤ k − 1)

9. (di, gi)→ (di−1, initial)(2 ≤ i ≤ k − 2)

10. (d1, g1)→ (initial, initial)

we say protocol P solves the uniform k-partition problem. The main objective of this paper is to
minimize the number of states. When protocol P requires x states, we say P is a protocol with x
states.

3 Uniform k-partition protocol

In this section, we propose a symmetric uniform k-partition protocol with designated initial states
under global fairness. The summary of the protocol is given in Algorithm 1.

In this protocol, a set of agent states is divided into four subsets, i.e., Q = I ∪G∪M ∪D, where
I = {initial, initial′}, G = {g1, g2, . . . , gk}, M = {m2,m3, . . . ,mk−1}, and D = {d1, d2, . . . , dk−2}.
The designated initial state of agents is initial, that is, the state of every agent is initial in the initial
configuration. State gi in G indicates that the agent belongs to the i-th group, that is, f(gi) = i
holds for any gi ∈ G. For other state s, we define f(s) as follows:

• f(ini) = 1 holds for any ini ∈ I.

• f(di) = 1 holds for any di ∈ D.

• f(mi) = i holds for any mi ∈M .

We say an agent is free if its state is in I. We define initial = initial′ and initial′ = initial.

We will describe the details of the protocol in Sections 3.1 and 3.2. In the basic strategy (Section
3.1), the protocol makes k agents enter states g1, g2, . . . , gk by using states in M as intermediate
states. However, this strategy may increase the number of agents in some groups beyond n/k. In
Section 3.2, we overcome such a situation by using states in D.
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Fig. 1: An example of k-partition

3.1 Basic strategy

The basic strategy of the protocol is as follows: First two free agents transit to states g1 and m2.
After that, for each i (2 ≤ i ≤ k − 2), when an agent in state mi and a free agent interact, they
transit to states mi+1 and gi, respectively. Lastly, when an agent in state mk−1 and a free agent
interact, they transit to states gk and gk−1. By this behavior, k free agents can change their states
to g1, g2, . . . , gk. That is, the size of each group is increased by one. To realize this, the protocol
includes the following transitions.

1. (initial, initial)→ (initial′, initial′)

2. (initial′, initial′)→ (initial, initial)

3. (di, ini)→ (di, ini) (di ∈ D and ini ∈ I)

4. (gi, ini)→ (gi, ini) (gi ∈ G and ini ∈ I)

5. (initial, initial′)→ (g1,m2)

6. (ini,mi)→ (gi,mi+1) (ini ∈ I and 2 ≤ i ≤ k − 2)

7. (ini,mk−1)→ (gk−1, gk) (ini ∈ I)

First we explain transitions 1 to 5, which make two free agents transit to states g1 and m2. Recall
that all agents are in state initial in the initial configuration. Since we consider symmetric protocols,
two agents in state initial cannot transit to states g1 and m2 at one interaction. This is the reason
why we introduce state initial′. Each agent in state initial (resp., initial′) transits to initial′ (resp.,
initial) when it interacts with an agent in a state in I ∪D ∪G (except for interaction between one
in state initial and one in state initial′). Transition 5 implies that, when agents in states initial
and initial′ interact, they become g1 and m2, respectively. From global fairness, if at least two
free agents and no agents in a state in M exist, two free agents eventually enter states initial and
initial′, respectively, and then enter states g1 and m2 by an interaction. Transition 6 implies that,
when a free agent and an agent in state mi interact, they become gi and mi+1, respectively. By
these transitions, free agents transit to states g1, . . . , gk−2 one by one. After that, from transition
7, when a free agent and an agent in state mk−1 interact, they become gk−1 and gk, respectively.
From this behavior, the size of each group is increased by one.

Figure 1 is an example execution of the protocol for a population of six agents. Initially all
agents are in state initial (Fig. 1 (a)). After interactions (a1, a2), (a3, a4), and (a5, a6), all agents
enter state initial′ (Fig. 1 (b)). After interactions (a1, a6), (a2, a3), and (a4, a5), all agents enter
state initial (Fig. 1 (c)). If such interactions happen infinitely, the protocol never solves the uniform
k-partition problem. However, under the global fairness, such interactions do not occur infinitely.
This is because, if some configuration C occurs infinitely often, every configuration reachable from
C should occur. That is, eventually interactions (a5, a6) and (a1, a6) happen in this order from such
a configuration (Fig. 1 (d) and (e)). Then, a1 and a6 enter states g1 and m2, respectively (Fig. 1
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Fig. 2: Another example of k-partition

(e)). After that, if interactions (a6, a2), (a6, a3), (a6, a4), and (a6, a5) occur in this order, agent a6
changes its state from m2 to m3, m4, m5, and g6, and agents a2, a3, a4, and a5 enter g2, g3, g4, and
g5, respectively (Fig. 1 (f)).

3.2 A problem of the basic strategy and its solution

However, in the protocol of the basic strategy, dn/ke or more agents in state m1 can appear. In this
case, the above transitions do not achieve a uniform k-partition. For example, in the case of n = 12
and k = 4, if four agents enter state m1, agents can transit to states g1, g2, m3, g1, g2, m3, g1 ,g2,
m3, g1, g2, m3. To solve this problem, we introduce states in D and add the following transitions.

8. (mi,mj)→ (di−1, dj−1)(2 ≤ i, j ≤ k − 1)

9. (di, gi)→ (di−1, initial)(2 ≤ i ≤ k − 2)

10. (d1, g1)→ (initial, initial)

By transition 8, when two agents in states in mi and mj interact, they transit to states in di−1
and dj−1, respectively. Intuitively, an agent in state di makes agents in g1, g2, . . . , gi go back to state
initial. Recall that an agent in state mi+1 can enter state di and an agent in state mi+1 has made
agents in states g1, g2, . . . , gi. This means an agent in state di initializes agents that it makes enter
states g1, g2, . . . , gi. More concretely, an agent in a state in D works as follows:

• For 2 ≤ i ≤ k − 2, when agents in states di and gi interact, they become di−1 and initial by
transition 9, respectively.

• After that, from transition 10, when agents in states d1 and g1 interact, they become initial.

Figure 2 is an example that shows the impact of states in D. Similarly to Fig. 1, agents can
transit to a configuration in Fig. 2 (a). If interactions (a2, a5), (a3, a5), and (a4, a5) occur in this
order from Fig. 2 (a), agents transit to a configuration in Fig. 2 (c). In this configuration, transitions
of the basic strategy (transitions 1 to 7) are not applied. However, transition 8 can be applied,
that is, interaction (a5, a6) eventually occurs. By the interaction, a5 and a6 enter states d3 and d1,
respectively (Fig. 2 (d)). After that, interactions (a1, a6), (a4, a5), (a3, a5) and (a2, a5) happen, and
then all agents enter state initial (Fig. 2 (e)).

Clearly, agents can repeatedly enter state gi and go back to initial many times. However, after
an agent enters state gk, one set of agents in states g1, . . . , gk never goes back to initial. Thus, if
there are h agents in state gk, the number of agents in state gi is at least h for each i. In addition,
when there are h agents in state gk and n − kh ≥ k holds, there is an execution that makes some
agent enter state gk. This implies that, from the global fairness, some agent eventually enters state
gk. When n − kh = r < k holds, there is an execution that makes the remaining agents transit
to g1, g2, . . . ,mr. From the global fairness, the remaining agents eventually enter these states. In
this configuration, agents achieve a uniform k-partition and after that all agents never change their
states.
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4 Correctness

In this section, we prove the correctness of the proposed protocol. If k = 2, the protocol is exactly
the same as a uniform bipartition protocol in [25]. Thus, the protocol solves the uniform k-partition
problem for k = 2. In the rest of this section, we assume that k ≥ 3 holds.

First, we define the notations to consider the number of states at a configuration. We denote by
#ini the number of free agents (i.e., agents in states initial or initial′). We denote by #gx, #mp,
and #dq the numbers of agents in state gx, mp, and dq, respectively (1 ≤ x ≤ k, 2 ≤ p ≤ k − 1,
1 ≤ q ≤ k − 2).

The first lemma gives invariants that hold for any configuration reachable from the initial con-
figuration C0. In the following, when configuration C is reachable from C0, we simply say C is
reachable.

Lemma 1. For any reachable configuration C, #gx =
∑k−1

p=x+1 #mp +
∑k−2

q=x #dq + #gk holds for
any x (1 ≤ x ≤ k) at C.

Proof. First we intuitively explain the invariants. Let us fix x. An agent in state mp (2 ≤ p ≤ k−1)
has made p − 1 agents enter g1, g2, . . . , gp−1. Hence, for each agent in state mp with p > x, there

exists an agent in state gx that corresponds to the agent. Consequently, there exist
∑k−1

p=x+1 #mp

agents in state gx that correspond to agents in states in M . Since an agent in state dq has changed
its state from mq+1 to dq, it has made q agents enter g1, g2, . . . , gq. Hence, for each agent in state
dq with q ≥ x, there exists an agent in state gx that corresponds to the agent. Consequently, there

exist
∑k−2

q=x #dq agents in state gx that correspond to agents in states in D. An agent in state gk has
made k − 1 agents enter g1, g2, . . . , gk−1. Hence, there exist #gk agents in state gx that correspond
to agents in state gk. Therefore, we have the above invariants.

We prove the lemma formally by induction. First let us consider the initial configuration. Since
#gx = 0, #mp = 0, and #dq = 0 hold for any x, p, and q (1 ≤ x ≤ k, 2 ≤ p ≤ k− 1, 1 ≤ q ≤ k− 2),
the lemma holds.

Next, assume that the lemma holds at some configuration C. We show that, for any C ′ satisfying
C → C ′, the lemma holds at C ′. Clearly, if transition 1, 2, 3, or 4 occurs in C → C ′, the lemma
holds at C ′ because #gx, #mp, and #dq do not change for any x, p, and q (1 ≤ x ≤ k, 2 ≤ p ≤ k−1,
1 ≤ q ≤ k − 2). Hence, we consider the remaining six transitions.

First, consider the case of transition 5. This transition increases #g1 and #m2 by one, and
consequently it affects the formula of x = 1. Since the left and right sides of the formula increase
by one, the lemma holds in this case.

Consider the case of transition 6. This transition increases #gi and #mi+1 by one, and decreases

#mi by one. Consequently, it affects the formula of x ≤ i. For x < i, since
∑k−1

p=x+1 #mp and #gx
do not change, the left and right sides of the formula do not change. For x = i, both #gi and∑k−1

p=i+1 #mp increase by one, the left and right sides of the formula increase by one. Hence, the
lemma holds in this case.

Consider the case of transition 7. This transition increases #gk−1 and #gk by one, and decreases

#mk−1 by one. Consequently, it affects the formula of x ≤ k. For x < k − 1, since
∑k−1

p=x+1 #mp

decreases and #gk increases by one, the left and right sides of the formula do not change. For
x = k − 1, both #gk and #gk−1 increase by one and #mk−1 is not included in

∑k−1
p=x+1 #mp, the

left and right sides of the formula increase by one. For x = k, the formula always holds. Hence, the
lemma holds in this case.

Consider the case of transition 8. This transition increases #di−1 and #dj−1 by one, and
decreases #mi and #mj by one. Consequently, it affects the formula of x ≤ max{i, j} − 1. Since

this transition increases
∑k−2

q=x #dq and decreases
∑k−1

p=x+1 #mp by the same number for any x ≤
max{i, j} − 1, the lemma holds in this case.

Consider the case of transition 9. This transition increases #di−1 by one, and decreases #di
and #gi by one. Consequently, it affects the formula of x ≤ i. For x < i − 1, since

∑k−2
q=x #dq and

#gx do not change, the left and right sides of the formula do not change. For x = i, both #gi
and

∑k−2
q=x #dq decrease by one, the left and right sides of the formula decrease by one. Hence, the

lemma holds in this case.
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Finally, consider the case of transition 10. Since this transition decreases #d1 and #g1 by one,
it affects only formula of x = 1. Clearly, the left and right sides of the formula decrease by one.
Hence, the lemma holds in this case.

The invariants in Lemma 1 explain some properties of the proposed protocol. For example,
#gx ≥ #gk holds for any x (1 ≤ x ≤ k). This means the number of agents in each group is at least
#gk. Since #gk is never decreased from the protocol, the number of agents in each group is never
decreased below #gk after that. By Lemmas 2 to 4, we prove that #gk eventually becomes bn/kc.
That is, the number of agents in each group eventually becomes bn/kc.

Lemma 2. Let C1 be a set of all reachable configurations such that #ini ≥ k holds. For any
configuration C in C1, there exists C ′ such that C

∗−→ C ′ holds and #gk at C ′ is increased by one
from C.

Proof. If there exist no agents in state initial at C, there exist at least three agents in state initial′

exist (because of k ≥ 3). Consequently two of them enter state initial by interacting each other
(transition 2). Similarly, if there exist no agents in state initial′ at C, some agents can enter state
initial′ (transition 1). Hence, there exists a reachable configuration from C where at least one agent
in state initial′ and at least one agent in state initial. Let a1 and a2 be agents in state initial′ and
initial, respectively. After a1 and a2 interact, they become m2 and g1, respectively (transition 5).
At this moment, there exist at least k − 2 agents in state initial or initial′. After that, these k − 2
agents can interact with a2 one by one. As a result, these k − 2 agents enter g2, g3, . . ., gk−1, and
a2 enters gk (transitions 6 and 7). Therefore, #gk is increased by one from C.

Lemma 3. Let C2 be a set of all reachable configurations such that #ini < k and n − k ·#gk ≥ k
hold. For any configuration C in C2, there exists C ′ such that C

∗−→ C ′ holds and #gk at C ′ is
increased by one from C.

Proof. We prove that, from C, there exists a transition such that 1) #gk is increased by one or 2)
#ini is increased. In the former case, the lemma directly holds. In the latter case, since #gk is
not increased, n − k · #gk ≥ k still holds. Consequently, we can repeatedly apply this claim, and
eventually #ini exceeds k or #gk is increased by one. If #ini exceeds k, #gk is eventually increased
from Lemma 2. Therefore, the lemma holds.

To prove the above claim, we divide C2 into the following four sets of configurations Cd, Cm2,
Cm1, and Cm0.

• Cd is a set of configurations (in C2) such that #dq > 0 holds for some q (1 ≤ q ≤ k − 2).

• Cm2 is a set of configurations (in C2) such that dq = 0 holds for any q (1 ≤ q ≤ k − 2) and∑k−1
p=2 #mp ≥ 2 holds.

• Cm1 is a set of configurations (in C2) such that dq = 0 holds for any q (1 ≤ q ≤ k − 2) and∑k−1
p=2 #mp = 1 holds.

• Cm0 is a set of configurations (in C2) such that dq = 0 holds for any q (1 ≤ q ≤ k − 2) and∑k−1
p=2 #mp = 0 holds.

First consider a configuration C ∈ Cd. Let q be an integer such that dq > 0 holds in C. From
Lemma 1, #gq > 0 holds. Consequently, when agents in states dq and gq interact, at least one of
them enters initial by transition 9 or 10. Thus, #ini is increased.

Next consider a configuration C ∈ Cm2. From the definition of Cm2, there exist two distinct
agents ai and aj whose states are mi and mj , respectively. When ai and aj interact, they enter
states di−1 and dj−1 by transition 8, respectively. This configuration belongs to Cd, and thus #ini
is eventually increased.

Consider a configuration C ∈ Cm1. Let i be an integer such that #mi = 1 holds. From Lemma
1, #gx = 1 + #gk holds for x ≤ i − 1 and #gx = #gk holds for x ≥ i. Since a population
consists of one agent in state mi and agents in states gx(1 ≤ x ≤ k), initial, and initial′, we have
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#ini = n − 1 −
∑k

x=1 #gx = n − k ·#gk − i ≥ k − i. Let a be the agent in state mi and ai, ai+1,
. . ., ak−1 be agents in state initial or initial′. If a interacts with ai, ai+1, . . ., ak−1 in this order, ai,
ai+1, . . ., ak−1 transit to gi, gi+1, . . ., gk−1, respectively and a transits to gk. Thus, #gk is increased
by one.

Finally, consider a configuration C ∈ Cm0. In this case,
∑k

q=1 #gq + #ini = n holds. From

Lemma 1, #gx = #gk holds for any x (1 ≤ x ≤ k). That is,
∑k

x=1 #gx + #ini = k ·#gk + #ini
= n holds. Hence, #ini = n− k ·#gk ≥ k holds. This means no configuration is in Cm0.

Therefore, the lemma holds.

Lemma 4. For any execution E = C0, C1, . . ., there exists Ct such that n− k ·#gk < k holds.

Proof. First, we show that, when n − k ·#gk ≥ k holds at a configuration Ci, #gk is increased by
one at Cj for some j (j > i). For contradiction, assume that such Cj does not exist. Since #gk is
never decreased from the protocol, #gk is never changed and n − k · #gk ≥ k continuously holds
after Ci. Since the number of such configurations is finite, some configuration C ′i occurs infinitely

often after Ci in E. From Lemmas 2 and 3, there exists C ′j such that C ′i
∗−→ C ′j and #gk in C ′j is

increased by one from C ′i. That is, there exists a sequence of configurations C ′1, C
′
2, . . . , C

′
l such that

C ′i = C ′1 → C ′2 → · · · → C ′l = C ′j holds. From global fairness, since C ′i = C ′1 occurs infinitely often,
C ′2 occurs infinitely often. Similarly, C ′3, . . . , C

′
l = C ′j occur infinitely often. That is, #gk at C ′j is

increased by one from Ci. This is a contradiction. Thus, if n− k ·#gk ≥ k holds, #gk is eventually
increased by one. Therefore, the lemma holds.

Note that, since n ≥
∑k

x=1 #gx ≥ k · #gk holds from Lemma 1, n − k · #gk < k derives
#gk = bn/kc. Hence, Lemma 4 implies that #gk = bn/kc eventually holds. This implies that
the number of agents in each group eventually becomes bn/kc or bn/kc + 1 from Lemma 1. Let
r = n− k · bn/kc. If r = 0 holds, the uniform k-partition has been solved. If r ≥ 1 holds, there exist
r remaining agents. Lemma 5 shows resultant states of the remaining agents. If r = 1 holds, the one
remaining agent is in state initial or initial′. If r ≥ 2 holds, r agents enter states g1, g2, . . . , gr−1
and mr.

Lemma 5. Assume that r = n−k · bn/kc > 0 holds. Let C3 be a set of reachable configurations such
that n− k ·#gk < k holds (i.e., #gk = bn/kc). For any configuration C ∈ C3, there exists C ′ such

that 1) C
∗−→ C ′ holds, 2) #gx = bn/kc+ 1 holds for any x (1 ≤ x ≤ r − 1), 3) #gx = bn/kc holds

for any x (r ≤ x ≤ k), and 4) #ini = 1 holds if r = 1 and #mr = 1 holds if r ≥ 2.

Proof. From Lemma 1, #gx ≥ #gk = bn/kc holds for any x (1 ≤ x ≤ k) at C. Let A′ ⊂ A be a set
of agents that include bn/kc agents in state gx at C for any x (1 ≤ x ≤ k), and let Ar = A−A′.

Let us consider the case of r = 1. In this case Ar does not contain an agent in state mp for any p
because otherwise Ar also contains agents in state gr (r ≤ p− 1) from Lemma 1. Similarly, Ar does
not contain an agent in state dq for any q. Hence, Ar contains one agent in state initial or initial′.
Thus, if r = 1, the lemma holds.

In the following, we assume r ≥ 2. Similarly to Lemma 3, we can prove that r agents in Ar

transit to g1, g2, . . . , gr−1 and mr. That is, we can easily observe the following facts. If all agents in
Ar are in initial or initial′, they can transit to g1, g2, . . . , gr−1 and mr by interacting one by one. If
an agent in state dq exists in Ar for some q, it eventually transits to initial. If two agents in states
mi and mj exist in Ar for some i and j, they can transit to di−1 and dj−1. If Ar contains exactly
one agent in state mp for some p, Ar contains p− 1 agents in states g1, g2, . . . , gp−1 and r− p agents
in states initial and initial′. In this case, agents in state mp, initial, and initial′ can transit to
gp, gp+1, . . . , gr−1 and mr.

Since A′ contains bn/kc agents in state gx for every x and Ar contains r agents in states
g1, g2, . . . , gr−1 and mr, the lemma holds.

Lemma 5 proved that a configuration specified in the lemma is reachable from a configuration
specified in Lemma 4. Thus, similarly to Lemma 4, we can obtain the following lemma.
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Lemma 6. Assume that r = n− k · bn/kc > 0 holds. For any execution E = C0, C1, . . ., there exists
Ct such that 1) #gx = bn/kc+ 1 holds for any x (1 ≤ x ≤ r − 1), 2) #gx = bn/kc holds for any x
(r ≤ x ≤ k), and 3) #ini = 1 holds if r = 1 and #mr = 1 holds if r ≥ 2.

Let r = n − k · bn/kc. From Lemmas 4 and 6, a population eventually reaches a configuration
C∗ such that 1) #gx = bn/kc + 1 holds for any x (1 ≤ x ≤ r − 1), 2) #gx = bn/kc holds for any
x ≥ r, and 3) #ini = 1 holds if r = 1 and #mr = 1 holds if r ≥ 2. Since f(gx) = x holds for x
(1 ≤ x ≤ k), f(mp) = p holds for p (2 ≤ p ≤ k−1), and f(ini) = 1 holds for ini ∈ {initial, initial′},
the number of agents in each group is bn/kc or bn/kc+ 1. In addition, no transition can happen at
C∗. This implies that C∗ is stable. Therefore, we have the following theorem.

Theorem 1. The proposed protocol solves the uniform k-partition problem. That is, there exists a
symmetric protocol with 3k−2 states and designated initial states that solves the uniform k-partition
problem under global fairness.

5 Simulation Results

In this section, we discuss the time complexity of the proposed protocol by simulations. We evaluate
the time complexity by the total number of interactions until a population reaches a stable configu-
ration. In the simulations, we construct an execution by selecting two agents uniformly at random
in each configuration and making them interact. Note that, if we construct an infinite execution by
this way, the execution satisfies global fairness with probability 1. For all simulation settings, we
conduct a simulation 100 times and show the average values as the results.

5.1 Varying the population size n

Figure 3 shows the number of interactions for k ∈ {4, 6, 8} with changing the population size (i.e.,
the number of agents) n. As n increases, the number of interactions tends to increase. However,
the number of interactions sometimes decreases when n increases. We can observe that such a
phenomenon is repeated with a period of a length of k. That is, n mod k influences the number of
interactions.

To observe the details of executions, we focus on the number of interactions required to construct
one set of agents in states g1, g2, . . . , gk. We refer to this construction by grouping. Recall that,
once an agent enters state gk, the set of agents never goes back to initial. Let NIi be the number of
interactions required to construct the i-th set of agents in states g1, g2, . . . , gk. We define NI0 = 0.
We count NI ′i = NIi − NIi−1, i.e., the number of interactions to achieve the i-th grouping. We
show the results in Figure 4. In this figure, we show NI ′1 at the bottom of the figure (denoted
by 1st-grouping), NI ′2 at the second to the bottom (denoted by 2nd-grouping), and so on. Figure
4 shows that NI ′1 < NI ′2 < · · · holds except for the last part (i.e., transitions of the remaining
n mod k agents). This is because, as the execution proceeds, the number of agents not in a group
decreases and consequently agents require more interactions to achieve the grouping. In addition,
we can observe that, for any positive integer c, when n = c ·k+2, c ·k+3, . . . , c ·k+(k+1) holds, the
number of interactions to achieve the (c+ 1)-th grouping (shown in the top of each graph) increases
steeply with n. In addition, the number of interactions for the (c+1)-th grouping accounts for more
than half of the total number of interactions for n = c · k + k and n = c · k + (k + 1). These facts
influence juggy forms of graphs in Figure 3.

Hereafter, to prevent the effect of n mod k, we execute simulations for the case that n mod k = 0
holds.

Figure 5 shows the number of interactions for k ∈ {3, 4, 5, 6} with changing the population size
n. We consider n = 120 ·n′ for n′ ∈ {1, 2, . . . , 8} so that n mod k = 0 holds. Figure 5 shows that, as
n increases, the number of interactions also increases. The number of interactions seems to increase
more than linearly but less than exponentially with n.

106



International Journal of Networking and Computing

(a) k = 4 (b) k = 6

(c) k = 8

Fig. 3: The number of interactions for k ∈ {4, 6, 8} with changing the population size n

(a) k = 4 (b) k = 6

(c) k = 8

Fig. 4: The number of interactions to achieve the i-th grouping

5.2 Varying the number of groups k

The logarithmic graph in Figure 6 shows the number of interactions for n = 960 with changing k.
To avoid the effect of n mod k, we show the results only for the case that n mod k = 0 holds. Figure
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Fig. 5: The number of interactions for k ∈ {3, 4, 5, 6} with changing the population size n

Fig. 6: The number of interactions for n = 960 with changing k

6 shows that the number of interactions seems to increase exponentially with k. This is because, to
create a set of groups including agents with states g1 to gk, a m2-state agent interacts k − 2 free
agents (i.e., agents with state initial or initial′) without interacting other m-state agents. Since
interaction of initial and initial′ agents creates a m-state agent, a non-negligible number of m-state
agents exist. Hence, the possibility that an agent interacts k − 2 free agents without interacting
m-state agents becomes exponentially small when k becomes large. This increases the number of
interactions exponentially with k.
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6 Conclusion

In this paper, we proposed a symmetric population protocol with 3k − 2 states and designated
initial states that solves the uniform k-partition problem under global fairness. Since Ω(k) states
are necessary for any uniform k-partition protocol, the proposed protocol is asymptotically space-
optimal. We evaluated the time complexity of the protocol by simulations. From the simulation
results, we can observe that the time complexity increases exponentially with k but not exponentially
with n. Some open questions are the following:

• What is the tight lower bound for space of the uniform k-partition protocol? Although our
protocol is asymptotically space-optimal, it is important to develop a (non-asymptotically)
space-optimal protocol for low-performance devices.

• What is the relation between the uniform k-partition problem and other problems such as
counting, leader election, and majority?

• What is the time complexity of the uniform k-partition problem under probabilistic fairness?
Is there a protocol such that the time complexity is polynomial of n and k?
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