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Abstract

Membrane computing, which is a computational model based on cell activity, has considerable attention as one of new paradigms of computations. In the general membrane computing, computationally hard problems have been solved in a polynomial number of steps using an exponential number of membranes. However, reduction of the number of membranes must be considered to make P system more realistic model.

In the paper, we propose an asynchronous P system with branch and bound, which is a well known optimization technique, to reduce the number of membranes. The proposed P system solves the satisfiability problem (SAT) with \( n \) variables and \( m \) clauses, and works in \( O(m^2n) \) sequential steps or \( O(mn) \) parallel steps.

In addition, the number of membranes used in the proposed P system is evaluated using a computational simulation. The experimental result shows validity and efficiency of the proposed P system.
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1 Introduction

A number of next-generation computing paradigms have been considered due to limitation of silicon-based computational hardware. As an example of the computing paradigms, natural computing, which works using natural materials for computation, has considerable attention. Membrane computing, which is a computational model inspired by the structures and behaviors of living cells, is a representative of the natural computing.

A basic feature of the membrane computing was introduced in [9] as a P system. The P system consists mainly of membranes and objects. A membrane is a computing cell, in which independent computation is executed, and may contain objects and other membranes. Each object evolves according to evolution rules associated with a membrane in which the object is contained.

The P system and most variants have been proved to be universal [11], and several P systems have been proposed for solving computationally hard problems [3, 6, 8, 10, 15, 18, 2, 12, 13, 14, 5]. For example, Pan and Alhazov [8] have proposed a P system that solves satisfiability problem (SAT). The P system solves SAT with \( n \) variables and \( m \) clauses in \( O(n + m) \) steps using \( O(mn^2) \) kinds of objects and \( O(2^n) \) membranes.

In addition, asynchronous parallelism has been considered on the P system. The asynchronous parallelism means that all objects may react on rules with different speed, and evolution rules are
applied to objects independently. Since all objects in a living cell basically works in asynchronous manner, the asynchronous parallelism makes P system a more realistic computational model.

A number of asynchronous P systems have been proposed for the computationally hard problems in \[1, 16, 7, 17, 4\]. For example, an asynchronous P system has been proposed for solving SAT in \[16\]. The P system solves the satisfiability with \(n\) variables and \(m\) clauses in \(O(mn2^n)\) sequential steps or \(O(mn)\) parallel steps using \(O(mn)\) kinds of objects.

In all of the above P systems, the computationally hard problems have been solved in polynomial numbers of steps using exponential numbers of membranes. The number of membranes means the number of living cells, and reduction of the number of membranes must be considered in case that the P system is implemented using living cells because living cells cannot be created exponentially. However, no P system is proposed for considering reduction of the number of membranes.

In the paper, we propose an asynchronous P system for solving SAT with branch and bound, which is a well known optimization technique, to reduce the number of membranes. In the proposed P system, one of two values, true or false, is assigned for variables one by one, and then, the satisfiability is checked for the partial assignment. If all clauses are satisfied or one of the clauses cannot be satisfied for the partial assignment, output of SAT can be determined. Since the number of membranes increases according to the number of assigned values, the number of membrane can be reduced by omitting value assignments for the other variables. We show that the proposed P system solves the satisfiability problem with \(n\) variables and \(m\) clauses, and works in \(O(m2^n)\) sequential steps or \(O(mn)\) parallel steps using \(O(mn^2)\) kinds of objects.

Since the asymptotic complexities are almost the same as complexities of the previous P system \[16\], validity of the proposed system is evaluated using a computational simulation. In the simulation, various instances are executed on the previous P system and the proposed P system, and the number of membranes are compared for the same instances. The experimental results show validity and efficiency of the proposed P system with branch and bound.

The remainder of the present paper is organized as follows. In Section 2, we give a brief description of the model for asynchronous membrane computing. In Section 3, we propose the P system with branch and bound for SAT, and experimental results for the proposed P system are shown in Section 4. Section 5 concludes the paper.

2 Preliminaries

2.1 Computational model for membrane computing

Several models have been proposed for membrane computing. We briefly introduce a basic model of the P system in this subsection.

The P system consists mainly of membranes and objects. A membrane is a computing cell, in which independent computation is executed, and may contain objects and other membranes. In other words, the membranes form nested structures. In the present paper, each membrane is denoted by using a pair of square brackets, and the number on the right-hand side of each right-hand bracket denotes the label of the corresponding membrane. An object in the P system is a memory cell, in which each data is stored, and can divide, dissolve, and pass through membranes. In the present paper, each object is denoted by finite strings over a given alphabet, and is contained in one of the membranes.

For example, \([a][2][b][3]\) and Figure 1 denotes the same membrane structure that consists of three membranes. The membrane labeled 1 contains two membranes labeled 2 and 3, and the two membranes contain objects \(a\) and \(b\), respectively.

Computation of P systems is executed according to evolution rules, which are defined as rewriting rules for membranes and objects. All objects and membranes are transformed in parallel according to applicable evolution rules. If no evolution rule is applicable for objects, the system ceases computation.

We now formally define a P system and the sets used in the system as follows.

\[
\Pi = (O, \mu, \omega_1, \omega_2, \cdots, \omega_m, R_1, R_2, \cdots, R_m)
\]
Figure 1: An example of membrane structure

$O$: $O$ is the set of all objects used in the system.

$\mu$: $\mu$ is membrane structure that consists of $m$ membranes. Each membrane in the structure is labeled with an integer.

$\omega_i$: Each $\omega_i$ is a set of objects initially contained only in the membrane labeled $i$.

$R_i$: Each $R_i$ is a set of evolution rules that are applicable to objects in the membrane labeled $i$.

In the present paper, we assume that input objects are given from the outside region into the outermost membrane, and computation is started by applying evolution rules. We also assume that output objects are sent from the outermost membrane to the outside region.

In membrane computing, several types of rules are proposed. In the present paper, we consider five basic rules of the following forms.

(1) Object evolution rule:

$[a]_h \rightarrow [b]_h$

In the above rule, $h$ is a label of the membrane and $a, b \in O$. Using the rule, an object $a$ evolves into another object $b$. (We omit the brackets in each evolution rule such as $a \rightarrow b$ for cases that a corresponding membrane is obvious.)

(2) Send-in communication rule:

$a[.]_h \rightarrow [b]_h$

In the above rule, $h$ is a label of the membrane, and $a, b \in O$. Using the rule, an object $a$ is sent into the membrane, and can evolve into another object $b$.

(3) Send-out communication rule:

$[a]_h \rightarrow [.]_h b$

In the above rule, $h$ is a label of the membrane, and $a, b \in O$. Using the rule, an object $a$ is sent out of the membrane, and can evolve into another object $b$.

(4) Dissolution rule:

$[a]_h \rightarrow b$

In the above rule, $h$ is a label of the membrane, and $a, b \in O$. Using the rule, the membrane, which contains object $a$, is dissolved, and the object can evolve into another object $b$. (The outermost membrane cannot be dissolved.)

(5) Division rule:

$[a]_h \rightarrow [b]_h [c]_h$

In the above rule, $h$ is a label of the membrane, and $a, b, c \in O$. Using the rule, the membrane, which contains object $a$, is divided into two membranes that contain objects $b$ and $c$, respectively.

We assume that each of the above rules is applied in a constant number of biological steps. In the following sections, we consider the number of steps executed in a P system as the complexity of the P system.
2.2 Maximal parallelism and asynchronous parallelism

In the standard model in membrane computing, which is a P system with maximal parallelism, all of the above rules are applied in a non-deterministic maximally parallel manner. In one step of computation of the P system, each object is evolved according to one of applicable rules. (In case there are several possibilities, one of the applicable rules is non-deterministically chosen.) All objects, for which no rules applicable, remain unchanged to the next step. In other words, all applicable rules are applied in parallel in each step of computation.

On the other hand, evolution rules are applied in a fully asynchronous manner on the asynchronous P system, and any number of applicable evolution rules is applied in each step of computation. In other words, the asynchronous P system can be executed sequentially, and also can be executed in the maximal parallel manner.

The reason why we assume the asynchronous parallelism in this paper is based on the fact that every living cell acts independently and asynchronously. Since the standard P system ignores the asynchronous feature of living cells, the asynchronous P system is a more realistic computation model for cell activities.

We now show an example for difference between the P system with maximal parallelism and the asynchronous P system. We define P system \( \Pi \) and the sets used in the system as follows.

\[
\Pi = (O, \mu, \omega_1, R_1)
\]

\[
O = \{a, b, c, d, e\}, \mu = [], \omega_1 = \phi, \\
R_1 = \{a \rightarrow b, bc \rightarrow d, c \rightarrow e, ae \rightarrow f\}
\]

We consider computations of the P system \( \Pi \). Let us assume that input objects \( ac \) are given into the membrane from the outside region. On the standard P system, all applicable evolution rules, which are \( a \rightarrow b \) and \( c \rightarrow e \), are applied in parallel, and the objects \( ac \) are evolved into \( be \). Since objects \( be \) cannot be evolved using evolution rules in \( R_1 \), the computation on the P system is halted.

On the other hand, five computations given below can be considered on the asynchronous P system according to the order of application of the evolution rules.

\[
ac \rightarrow be \\
ac \rightarrow ae \rightarrow be \\
ac \rightarrow ae \rightarrow f \\
ac \rightarrow bc \rightarrow be \\
ac \rightarrow bc \rightarrow d
\]

Therefore, a number of executions are possible in the asynchronous P system, and the evolution rules in the standard P system, which assumes the maximal parallel manner, may not work in the asynchronous parallel manner.

In the asynchronous P system, all evolution rules can be applied completely in parallel, which is the same as the conventional P system, or all evolution rules can be applied sequentially. We define the number of steps executed in the asynchronous P system in the maximal parallel manner as the number of parallel steps. We also define the number of steps in the case that the applicable evolution rules are applied sequentially as the number of sequential steps. The numbers of parallel and sequential steps indicate the best and worst case complexities for the asynchronous P system.

In addition, the proposed asynchronous P system must be guaranteed to output a correct solution in any asynchronous execution.

3 An asynchronous P system with branch and bound for SAT

In this section, we present an asynchronous P system with branch and bound for the satisfiability problem. We first explain an input and an output of the problem for the system, and then, show an outline and details of the P system with an example. Finally, we discuss complexity of the proposed P system.
3.1 Input and output for SAT

The satisfiability problem (SAT) is a well-known problem that determines if there exists a truth assignment for a given Boolean formula. We assume that an input formula of SAT is given in the conjunctive normal form (CNF) with $n$ Boolean variables and $m$ clauses. We also assume that an output of SAT is one of two values, “TRUE” and “FALSE”. The output is “TRUE” if there exists a truth assignment for satisfying the formula, otherwise, the value is “FALSE”.

The following is an example of an input formula with 3 variables and 3 clauses. Since a truth assignment, $x_1 = 0, x_2 = 1$ and $x_3 = 0$, satisfies the input formula, an output of SAT for the instance is “TRUE”.

$$(x_1 \lor x_2) \land (\neg x_2 \lor \neg x_3) \land (\neg x_1)$$

The above input is given by the following set of objects $O_L$ in the P system.

$$O_L = \{ \langle X_{i,j}, V \rangle \mid 1 \leq i \leq n, 1 \leq j \leq m, V \in \{0, 1, N\} \}$$

Each object $\langle X_{i,j}, V \rangle$ denotes a Boolean value of variable $x_i$ in the $j$-th clause. In addition, $V$ is set to $N$ if neither $x_i$ nor $\overline{x_i}$ is in the $j$-th clause.

For example, the following set of objects denotes the above input formula.

$$O_L = \{ \langle X_{1,1}, 1 \rangle, \langle X_{1,2}, N \rangle, \langle X_{1,3}, 0 \rangle, \langle X_{2,1}, 1 \rangle, \langle X_{2,2}, 0 \rangle, \langle X_{2,3}, N \rangle, \langle X_{3,1}, N \rangle, \langle X_{3,2}, 0 \rangle, \langle X_{3,3}, N \rangle \}$$

We assume that input set $O_L$ is given from the outside region into the outer membrane.

The output of the P system is one of two objects, $\langle TRUE \rangle$ and $\langle FALSE \rangle$. The object $\langle TRUE \rangle$ is sent out from the outer membrane to the outside region if the input formula is satisfiable, otherwise, the object $\langle FALSE \rangle$ is sent out to the outside region.

3.2 Branch and bound technique for SAT

Branch and bound is a well known computing paradigm for optimization problems. For solving SAT, all assignments are enumerated for $n$ Boolean variables, and $2^n$ solutions must be created for the exhaustive enumeration. However, a number of assignments can be discarded if the output is determined to be “TRUE” or “FALSE” by partial assignments for the variables.

Figure 2 shows a search tree for illustration of the above idea. Let $(x_1 \lor x_2) \land (\neg x_2 \lor \neg x_3) \land (\neg x_1)$ be an input formula. In this case, the first clause cannot be satisfied in case of $x_1 = 0, x_2 = 0$, and assignments for $x_3$ can be ignored. In another case, the third clause cannot be satisfied in case of $x_1 = 1$, and assignments for $x_2$ and $x_3$ can be ignored.

We now explain an overview of the asynchronous P system with branch and bound for solving SAT. An initial membrane structure for the computation is $[\ [ ] ]_1$. We call the membranes labeled 1 and 2 outer and inner membranes, respectively.

The computation of the P system mainly consists of the following three steps.
Step 1: Move all input objects in the outer membrane into the inner membrane.

Step 2: In each inner membrane, repeat the following (2-1) and (2-2) until “TRUE” or “FALSE” is outputted.

(2-1) Create a truth assignment for a variable by dividing the inner membrane.

(2-2) Check satisfiability for a truth assignment in each divided membrane. If all clauses are satisfied with the assignment, an object denoting “TRUE” is outputted to the outer membrane. On the other hand, if one of the clauses cannot be satisfied by the truth assignment, an object denoting “FALSE” is outputted to the outer membrane.

Step 3: Send out a final result, “TRUE” or “FALSE”, from the outer membrane.

3.3 Details of the P system

We now explain details of each step of the computation. In Step 1, all input objects in the outer membrane are moved into the inner membrane. Since the P system used in the paper is asynchronous, we cannot move the input objects in parallel, and input objects are moved one by one applying following two sets of evolution rules.

(Evolution rules for the outer membrane)

\[ R_{1,1} = \{ \langle X_{1,1}, V \rangle_2 \rightarrow \langle (M_{2,1}, 0), (X_{1,1}, V) \rangle_2 | V \in \{0, 1, N\} \} \]
\[ \cup \{ \langle M_{i,j}, k \rangle (X_{i,j}, V) \rangle_2 \rightarrow \langle (M_{i+1,j}, k), 0 \rangle (X_{i,j}, V) \rangle_2 | 1 \leq i \leq n, 1 \leq j \leq m, 0 \leq k \leq n-1, V \in \{0, 1\} \} \]
\[ \cup \{ \langle M_{i,j}, k \rangle (X_{i,j}, N) \rangle_2 \rightarrow \langle (M_{i+1,j}, k+1), (X_{i,j}, N) \rangle_2 | 1 \leq i \leq n, 1 \leq j \leq m, 0 \leq k \leq n \} \]

(Evolution rules for the inner membrane)

\[ R_{2,1} = \{ \langle M_{i,j}, k \rangle_2 \rightarrow \langle M_{i,j}, k \rangle | 2 \leq i \leq n, 1 \leq j \leq m \} \]
\[ \cup \{ \langle M_{i+1,j}, k \rangle \rightarrow \langle M_{i+1,j}, 0 \rangle (F_j, n-k, 0) | 1 \leq j \leq m, 0 \leq k \leq n-1 \} \]
\[ \cup \{ \langle M_{1,m+1}, 0 \rangle \rightarrow \langle S_1 \rangle | m \} \]

In the above evolution rules, object \( \langle X_{1,1}, V \rangle \) is moved from the outer membrane to the inner membrane, and then, object \( (M_{2,1}, 0) \) is created and moved to the inner membrane. (Object \( \langle M_{i,j}, k \rangle \) moves object \( \langle X_{i,j}, V \rangle \) from the outer membrane to the inner membrane.)

In addition, object \( (F_j, k, f) \) is created for the \( j \)-th clause. In the object, \( k \) denotes the order of division for the clause, and \( f \in \{0, 1\} \) is a flag that is set to 1 if \( j \)-th clause is satisfied. The object \( (F_j, k, f) \) is also moved to the inner membrane.

After all input objects are moved to the inner membrane, object \( (M_{1,m+1}, 0) \) is created, and then, object \( \langle S_1 \rangle \) and \( \langle m \rangle \) are created in the inner membrane. Object \( \langle m \rangle \) denotes the number of unsatisfied clauses, and object \( \langle S_1 \rangle \) triggers Step 2.

In Step 2, object \( \langle S_1 \rangle \) is used as a trigger for membrane division, and object \( \langle A_i, 0 \rangle \) and \( \langle A_i, 1 \rangle \) are used for assignments such that \( x_i = 0 \) and \( x_i = 1 \), respectively. In addition, object \( \langle C_{i,j}, i \rangle \) is used for checking if an assignment for the \( i \)-th literal satisfies the \( j \)-th clause.

In (2-1), a truth assignment for a variable is created by dividing the inner membrane. The sub-step is executed by applying the following set of evolution rules.

(Evolution rules for the outer membrane)

\[ R_{2,2,1} = \{ \langle S_i \rangle_2 \rightarrow \langle (A_i, 0), (C_{i,1}, i) \rangle_2 | 1 \leq i \leq n \} \]
In (2-2), satisfiability for a truth assignment in each divided membrane is checked. The sub-step is executed by applying the following sets of evolution rules.

**(Evolution rules for the inner membrane)**

\[ R_{2,2,2} = R_{2,2,2,1} \cup R_{2,2,2,2} \cup R_{2,2,2,3} \]

\[ R_{2,2,2,1} = \{(C_{i,j},i)\langle X_{i,j},V\rangle\langle A_i,V'\rangle\langle F_j,k,f\rangle \rightarrow \langle C_{i,j+1},i\rangle\langle X_{i,j},V\rangle\langle A_i,V'\rangle\langle F_j,k,f\rangle \mid 1 \leq i \leq n, 1 \leq j \leq m, i \neq k, f \in \{0,1\}, V \in \{0,1,N\}, V' \in \{0,1\}, V \neq V' \} \]

\[ \cup \{[[C_{i,j},i]\langle X_{i,j},V\rangle\langle A_i,V'\rangle\langle F_j,i,0\rangle}_2 \rightarrow [ ]_2\langle FALSE, 2^{n-i} \rangle \mid 1 \leq i \leq n, 1 \leq j \leq m, V \in \{0,1,N\}, V' \in \{0,1\}, V \neq V' \} \]

\[ \cup \{[[C_{i,j},i]\langle X_{i,j},V\rangle\langle A_i,V'\rangle\langle F_j,k,0\rangle(l) \rightarrow \langle C_{i,j+1},i\rangle\langle X_{i,j},V\rangle\langle A_i,V'\rangle\langle F_j,k,1\rangle(l-1) \mid 1 \leq i \leq n, 1 \leq j \leq m, 1 \leq l \leq m, 1 \leq k \leq n, V \in \{0,1\} \} \]

\[ \cup \{[[C_{i,j},i]\langle X_{i,j},V\rangle\langle A_i,V'\rangle\langle F_j,k,1\rangle \rightarrow \langle C_{i,j+1},i\rangle\langle X_{i,j},V\rangle\langle A_i,V'\rangle\langle F_j,k,1\rangle \mid 1 \leq i \leq n, 1 \leq j \leq m, 0 \leq k \leq n-1, i \neq k, V \in \{0,1\} \} \]

\[ R_{2,2,2,2} = \{[[C_{i,m+1},i]\langle l\rangle \rightarrow \langle S_{i+1}\rangle\langle l \rangle \mid 1 \leq i \leq n, 1 \leq j \leq m, 1 \leq l \leq m \} \]

\[ \cup \{[[C_{i,m+1},i]\langle 0\rangle}_2 \rightarrow [ ]_2\langle TRUE \rangle \mid 1 \leq i \leq n \} \]

\[ R_{2,2,2,3} = \{[\langle S_{n+1}\rangle]_2 \rightarrow [ ]_2\langle FALSE, 1 \rangle \} \]

In the above evolution rules, satisfiability of each clause is checked in order of \(X_{i,1}, X_{i,2}, \ldots, X_{i,m}\), and the number of satisfied clauses is computed using evolution rules in \(R_{2,2,2,1}\). If all clauses are satisfied, \(\langle TRUE \rangle\) is outputted to the outer membrane, and membrane division is terminated. On the other hand, if a clause cannot be satisfied by a truth assignment in the divided membrane, object \(\langle FALSE, 2^{n-i} \rangle\) is outputted to the outer membrane, and membrane division is also terminated.

Otherwise, if truth assignments are created for all variables, object \(\langle S_{n+1} \rangle\), which indicates that all checks for variables are completed, is created, and object \(\langle FALSE, 1 \rangle\) is outputted to the outer membrane. If the check is not completed for all variables, object \(\langle C_{i,m+1},i \rangle\) is changed into object \(\langle S_{i+1} \rangle\), and Step 2 is repeated by executing evolution rules in \(R_{2,2,2,1}\).

In Step 3, a final result is sent out from the outer membrane. The Step 3 is executed applying the following set of evolution rules.

**(Evolution rules for the outer membrane)**

\[ R_{1,3} = \{[[\langle TRUE \rangle]_1 \rightarrow [ ]_1\langle TRUE \rangle \} \]

\[ \cup \{[[\langle FALSE, 2^p \rangle\langle FALSE, 2^p \rangle \rightarrow \langle FALSE, 2^{p+1} \rangle \mid 0 \leq p \leq n-1 \} \]

\[ \cup \{[[\langle FALSE, 2^n \rangle]_1 \rightarrow [ ]_1\langle FALSE \rangle \} \}

If object \(\langle TRUE \rangle\) is in the outer membrane, there is an assignment that satisfies the input formula, and the object is sent out from the membrane immediately applying \([[\langle TRUE \rangle]_1 \rightarrow [ ]_1\langle TRUE \rangle\)\). On the other hand, \(2^n\) objects, \(\langle FALSE, 1 \rangle\), are sent out from the divided inner membranes to the outer membrane in case that the formula cannot be satisfied in Step 2. Since we assume the P system is asynchronous, the sum of the objects must be counted asynchronously, and a final \(\langle FALSE \rangle\) is outputted if \(2^n\) FALSE objects are obtained.

We now summarize the asynchronous P system \(\Pi_{\text{BB-SAT}}\) for solving SAT as follows.

\[ \Pi_{\text{BB-SAT}} = (O, \mu, \omega_1, \omega_2, R_1, R_2) \]

\[ O = O_L \cup \{\langle TRUE\rangle, \langle FALSE \rangle\} \]

\[ O_L = \{\langle X_{i,j}, V \rangle \mid 1 \leq i \leq n, 1 \leq j \leq m, V \in \{0,1,N\}\} \]

\[ \mu = [ ]_2, 1 \]

\[ \omega_1 = \omega_2 = \phi \]

\[ R_1 = R_{1,1} \cup R_{1,3}, R_2 = R_{2,1} \cup R_{2,2,1} \cup R_{2,2,2} \]
3.4 An example of P system

Figure 3 and Figure 4 illustrate an example execution of the proposed P system $\Pi_{BB-SAT}$. An input formula for the example is $(x_1 \lor x_2) \land (\neg x_2 \lor \neg x_3) \land (\neg x_1)$, and $n = 3, m = 3$.

Figure 3 illustrates an execution of Step 1 and Step 2. A set of objects $O_L$ is given from the outside region into the outer membrane. By applying evolution rules $R_{1,1}$ and $R_{2,1}$, objects in $O_L$ and other objects are moved to the inner membrane.

Next, by applying the evolution rule in $R_{2,2}$, $(A_1, 0)$ and $(A_1, 1)$, which indicate a truth assignment for the first variable $x_1$, are created. Then, satisfiability for a truth assignment, $x_1 = 0$ or $x_1 = 1$, is checked by applying the evolution rule in $R_{2,2,2}$. Since the last clause cannot be satisfied in case of $x_1 = 1$, object $(FALSE, 4)$ is sent out to the outer membrane, and membrane division is terminated for the membrane.

Figure 4 illustrates an execution of Step 2 and Step 3. The evolution rules of Step 2 are applied to the inner membranes repeatedly until inner membrane outputs all solutions to the outer membrane. Then, the final solution object $(TRUE)$ is outputted from the outer membrane to the outside region.
3.5 Complexity of the P system

We now consider the complexity of asynchronous P system $\Pi_{BB-SAT}$. Since $O(mn)$ objects are moved from the outer membrane into the inner membrane sequentially, Step 1 can be executed in $O(mn)$ parallel steps and $O(mn)$ sequential steps using $O(mn)$ kinds of objects and $O(mn)$ kinds of evolution rules.

In Step 2, $O(2^n)$ membranes are created in the worst case, and evolution rules are applied sequentially at most $O(m)$ times in each membrane. Therefore, Step 2 can be executed in $O(mn)$ parallel steps and $O(m2^n)$ sequential steps using $O(mn^2)$ kinds of objects and $O(m2^n)$ kinds of evolution rules.

In the final step, $O(n)$ evolution rules are applied sequentially in case that the output is “FALSE”, and Step 3 can be executed in $O(n)$ parallel steps and $O(2^n)$ sequential steps using $O(n)$ kinds of objects and $O(n)$ kinds of evolution rules.

Therefore, we obtain the following theorem for the asynchronous P system $\Pi_{BB-SAT}$.

**Theorem 1** The asynchronous P system $\Pi_{BB-SAT}$, which computes the satisfiability problem,
works in $O(m^2n)$ sequential steps or $O(mn)$ parallel steps by using $O(mn^2)$ types of objects and evolution rules of size $O(m^2n^2)$.

4 Experimental simulation

We develop an original simulator for asynchronous P systems using C++ language, and compare the number of membranes used in executions of an existing P system for SAT [16] and our proposed P system.

Since the simulator executes P systems with asynchronous parallelism, all of the evolution rules are applied in fully asynchronous manner, in other words, any number of applicable evolution rules are applied in each step of executions on the simulator. Therefore, applied evolution rules are different among executions on the simulator, and output of the simulation may be different for the same input. We first implement the existing P system and the proposed P system for SAT on the simulator, and execute simulations for various inputs. In the simulation, valid results are obtained for all inputs, that is, both P systems output same objects for all inputs.

Next, we compare the number of membranes used on the existing P system and the proposed P system for SAT. Inputs of the simulation are CNFs with $n$ variable and 3 clauses. For example, the following is an input of the simulation in case of $n = 3$.

$$O_L = \{ \langle X_{1,1}, V_{1,1} \rangle, \langle X_{1,2}, V_{1,2} \rangle, \langle X_{1,3}, V_{1,3} \rangle, \langle X_{2,1}, V_{2,1} \rangle, \langle X_{2,2}, V_{2,2} \rangle, \langle X_{2,3}, V_{2,3} \rangle, \langle X_{3,1}, V_{3,1} \rangle, \langle X_{3,2}, V_{3,2} \rangle, \langle X_{3,3}, V_{3,3} \rangle \}$$

In the above input, each $V_{i,j}$ ($1 \leq i \leq n$, $1 \leq j \leq 3$) is set to 0, 1, or N with equal probability.

For the simulations, 100 inputs are randomly created for each $n$ ($5 \leq n \leq 10$), and the existing P system and the proposed P system are simulated for the given inputs.

Figure 5 shows that average values of the number of membranes on the simulation. The number of membranes of the existing P system increases exponentially to the number of variables $n$. Although the number of membranes on the proposed P system also increases according to $n$, the number of membranes on the proposed P system is 75 percent less than the number of membranes on the existing P system.
5 Conclusions

In this paper, we proposed the asynchronous P system with branch and bound for solving SAT. The P system with branch and bound reduces the number of membranes by omitting value assignments if all clauses are satisfied or one of clauses cannot be satisfied for the partial assignment.

The proposed P systems are fully asynchronous, i.e. any number of applicable rules may be applied in one step of the P systems. The proposed P systems works in a polynomial number of steps in the maximal parallel manner and also works sequentially. Although the number of sequential steps is exponential, the result means that the proposed P system works for any combinations of sequential and asynchronous applications of evolution rules, and guarantees that the P systems can output a correct solution in the case that any number of evolution rules are synchronized.

We experimented with the proposed P system and the existing P system. The experimental results show that the proposed P system outputs valid results, and also show that the number of the membrane on the proposed P system is at most 75 percent less than the number of membranes on the existing P system for SAT.

In our future research, we are considering reduction of the number of objects and evolution rules used in the proposed P system. We are also considering asynchronous P systems with branch and bound for other computationally hard problems.
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